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Abstract— An ad-hoc network is a collection of wireless mobile hosts forming a temporary network without the aid of any established infrastructure or centralized administration. In such an environment, it may be necessary for one mobile host to enlist the aid of other hosts in forwarding a packet to its destination, due to the limited range of each mobile host’s wireless transmissions. Much effort has gone into mobile ad-hoc network (MANET) research over the past decade. Yet, even today, mobile ad-hoc networking is seen as a relatively new area of research. The reason for this can be traced to the fact that the maturity in truly understanding these networks is still alarmingly low and actual deployment of these networks rare. This paper presents a protocol for routing in ad hoc networks that uses soft computing techniques like neural networks, fuzzy logic and genetic algorithm. The simulation has been performed using hyper net simulator for various existing protocols like proactive routing, reactive routing, power aware routing protocol, hybrid routing. Our protocol uses soft computing techniques protocol for establishing the link between the nodes in minimum time. The results of our experimentation have been very satisfactory and we have achieved the goal of optimal route finding to a large extent. The simulation results are obtained using hypernet simulator and are also compared with the results obtained using NS-2.


I. INTRODUCTION

An ad-hoc or short-live network is the network of two or more mobile devices connected to each other without the help of established infrastructure [1]. In contrast to a fixed wireless network, an ad-hoc network can be deployed in remote geographical locations and requires minimum setup time and administration costs. Moreover, the integration of an ad-hoc network with a bigger network- such as the Internet or a wireless infrastructure network increases the coverage area and application domain of the ad-hoc network.

Mobile ad-hoc sensor networks are very beneficial in different scenarios. These networks advance operational efficiency of certain civilian applications. For example, in a military operation, it can be used to gather information about enemy location, movement, etc. As a mobile traffic sensor networks, it can be used to monitor vehicle traffic on motorways and as a mobile surveillance sensor network, it can be used for providing security in various places such as shopping malls, hotels and in other similar facilities. Mobile ad-hoc sensor networks can also be use to locate free and occupied spots in a parking area and to monitor environmental changes in places like forests, oceans, etc. Ad-hoc network uses multiple hops[8] for communication between source and destination as shown in Fig.1.

Wireless Ad Hoc Networks (MANETs for short) [6] are characterized by their mobility, ease of deployment, self-configuration without a centralized administration and ability of nodes to communicate with each other even in out-of-range conditions with intermediate nodes performing the routing functions. MANETs are also flexible enough to get connected to cellular as well as wired networks. The features that delineate them from traditional networks are the mobility of the nodes, the absence of need for an infrastructure/ centralized administration [1,2] and the ability to configure on the fly as the situation demands. These unique features impose additional overheads in protocol implementations. Compared to Cellular Networks. MANETs are adaptable to changing traffic demands and other physical conditions.

Fig. 1. Multi hop communication between source and destination

Since the attenuation characteristics of wireless media are non-linear, energy efficiency will be superior and increased spatial reuse will guarantee superior capacity and spectral efficiency.
Since MANETs are generally deployed in disaster management and critical situations, there is a substantial amount of real-time content in their operation. Time plays a crucial role in the communication activities, be it a protocol transfer session or a plain routing operation. In view of these facts, efficient protocol implementation assumes the highest level of importance in practical implementations. It is therefore no surprise that a huge amount of time and effort has gone into inventing various kinds of protocols to suit different needs and varying conditions. The efficiency of a routing protocol [5] (at the outermost level) is directly related to connected to several thousand other neurons. By way of these array of weighted quantities, sums them, and if this sum meets from the biological neuron, and to focus on its character as a adjusting the number and strength of these connections. Even though this picture is a simplification of the biological facts, it 
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Fig. 2. Threshold logic unit, with sigma function (top) and cutoff function (bottom)

C. Genetic Algorithm (GA)
The basic purpose of genetic algorithms (GAs) is optimization. Since optimization problems arise frequently, this makes GAs quite useful for a great variety of tasks. As in all optimization problems, we are faced with the problem of maximizing/minimizing an objective function $f(x)$ over a

are the $X_i, W_i$ that are summed, which yields the activation level $a$, in other words

$$a = \sum_{k=2}^{n} x_k W_k$$

The threshold is called theta. Lastly, there is the output: $y$.

When $a > \text{theta}$, $y = 1$. else $y = 0$. Notice that the output doesn't need to be discontinuous, since it could also be determined by a squashing function, $\sigma$ (or sigma), whose argument is $a$, and whose value is between 0 and 1. Then,

$$y = \sigma(a).$$

The threshold logic unit is as shown in Fig. 2

B. Fuzzy Logic (FL)
FL is a simple but powerful methodology in logic building. It was originally conceived in the context of building control systems based on micro-controllers. FL incorporates a simple, rule-based \textit{IF} \textit{X AND Y THEN} \textit{Z} approach to solve a control problem. In the context of modeling protocol for an Ad Hoc Network, most of the parameters are imprecise or not so well-defined. For example, mobility can be expressed in vague terms by means of a motion vector (precise values will never be known and not essential either). Similarly, distance limitations, power available at the nodes, traffic density etc. is parameters where determination of precise values are not practical and not important either. A fuzzy model helps us to work with imprecise values in a very predictable way.

A. Artificial Neural Networks
According to a simplified account, the human brain consists of about ten billion neurons and a neuron is, on average, connected to several thousand other neurons. By way of these connections, neurons both send and receive varying quantities of energy. One very important feature of neurons is that they don't react immediately to the reception of energy. Instead, they sum their received energies, and they send their own quantities of energy to other neurons only when this sum has reached a certain critical threshold. The brain learns by adjusting the number and strength of these connections. Even though this picture is a simplification of the biological facts, it is sufficiently powerful to serve as a model for the neural net. The first step toward understanding neural nets is to abstract from the biological neuron, and to focus on its character as a threshold logic unit (TLU). A TLU is an object that inputs an array of weighted quantities, sums them, and if this sum meets or surpasses some threshold, outputs a quantity. Let's label these features. First, there are the inputs and their respective weights: $X_1, X_2, \ldots, X_n$ and $W_1, W_2, \ldots, W_n$. Then, there

$$y = \sigma(a).$$
given space $X$ of arbitrary dimension. A brute force which would consist in examining every possible $x$ in $X$ in order to determine the element for which $f$ is optimal is clearly infeasible. GAs give a heuristic way of searching the input space for optimal $x$ that approximates brute force without enumerating all the elements and therefore bypasses performance issues specific to exhaustive search.

We will first select a certain number of inputs, say, $x_1, x_2, \ldots, x_n$ belonging to the input space $X$. In the GA terminology, each input is called an organism or chromosome. The set of chromosomes is designated as a colony or population. Computation is done over epochs. In each epoch the colony will grow and evolve according to specific rules reminiscent of biological evolution.

To each chromosome $x_i$ we assign a fitness value which is nothing but $f(x_i)$. A stronger individual that is those chromosomes with fitness values closer to the colony optimal will have greater chance to survive across epochs and to reproduce than weaker individuals which will tend to perish. In other words, the algorithm will tend to keep inputs that are close to the optimal in the set of inputs being considered (the colony) and discard those that under-perform the rest.

The crucial step in the algorithm is reproduction or breeding that occurs once per epoch. The content of the two chromosomes participating in reproduction are literally merged together to form a new chromosome that we call a child. This heuristic allows us to possibly combine the best of both individuals to yield a better one (evolution).

Moreover during each epoch, a given fraction of the organisms is allowed to mutate. This provides a degree of randomness which allows us to span the whole input space by generating individuals with partly random genes.

Each epoch ends with the deaths of inapt organisms. We eliminate inputs exhibiting bad performance compared to the overall group. This is based on the assumption that they're less inclined to give birth to strong individuals since they have poor quality genes and that therefore we can safely disregard them (selection).

II. THE ALGORITHM

Let's examine in detail how this whole process is accomplished and how the algorithm works in practice. Let's take the example of optimizing a function $f$ over a space $X$ contained in $N^d$.

Every input $x$ in $X$ is an integer vector $x = (x_1, x_2, \ldots, x_n)$. For the sake of simplicity, assume $0 \leq x_i \leq k$ for $i = 1, \ldots, n$. In order to implement our genetic algorithm for optimizing $f$, we first need to encode each input into a chromosome. We can do it by having $\log(k)$ bits per component and directly encoding the value $x_i$. Each bit will be termed gene. Of course, we may choose any other encoding based on our requirements and the problem at hand.

At epoch 0, we generate (possibly randomly) an initial set of inputs in $X$. Then at each epoch $t$, we perform fitness evaluation, reproduction, mutation and selection. The algorithm stops when a specified criterion providing an estimate of convergence is reached.

A. Neuro-Fuzzy-Genetic Based Network

Based on the previous discussion of the three essential ingredients, our ANN acts like a powerful inference engine, drawing all the inference rules from an extensive knowledge base. Our hybrid Neural Network functions with the cooperation of Fuzzy Logic, operating on inputs (which are fuzzy in nature) and generating a set of solutions in the solution space with minimal searching using Genetic algorithms. A representative schema of the proposed network is as shown in Fig. 3.

III. IMPLEMENTATION OF THE NEURO-FUZZY-GENETIC NETWORK

Some amount of introduction on the design of our routing protocol will be in order at this point. The aim of the protocol is to establish the best possible route within the minimum time possible and the appropriate approach to this problem is the use of soft-computing technologies such as Neural Nets to reduce the dimensionality of the problem, Fuzzy Logic to deal with imprecise inputs and Genetic Algorithms to find an optimum solution in the solution space by search and related heuristic techniques.

The problem therefore reduces to finding an acceptable solution in an optimal sense. Linear Programming is not appropriate when the inputs to the system are not crisp. A judicious combination of Neural Network with Fuzzy Logic and Genetic Algorithms appears to be the ideal solution.

By examining the input layers of the Neural Network (there are many of them), it is obvious that the proposed NFG Network has many input layers as opposed to conventional NeuralNetworks.

![Fig. 3. Neuro–Fuzzy– Genetic Based Network](image-url)
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weights are \( W_{xk} \) with \( x = 0 \) thru 11 and \( k = 0 \) thru \( n-1 \). \( W_{xk} \) is the set of weights associated with layer \( L_{xk} \) and \( W_{xk}^k \) is the \( k^{th} \) weight in the set \( W_{xk} \). The weighted sum of the layer \( L_{xk} \) is:
\[
\sum_{k=1}^{N} L_{xk} \times W_{xk}^k.
\]
We propose a Neural Back Propagation Network with several input layers instead of just one. The input layers to the system are enumerated in the table mentioned above.

Corresponding to each input layer with a set of connection weights, the weighted sum is computed:
\[
\sum_{k=1}^{N} L_{xk} \times W_{xk}^k.
\]
This weighted sum, we will designate as: \( Z_{xk} \), where \( k \) is the index corresponding to the set of input layers. Assuming a set of \( N \) input layers, we have a set of \( N \) weighted sums: \( Z_{xk} \) with \( k = 1 \ldots N \). Normal squashing functions used in Neural Networks have either sharp cutoff or exponential cutoff boundaries. Extensive experimentation and empirical studies have shown that the best form of squashing is achieved through the function:

\[
Output = \sqrt{\text{tanh}(ax + by)}
\]

Where the \( x \) and \( y \) values are chosen initially as 0.1 and updated through the training phase. Ultimately we have a set of \( N \) squashed values that are further processed in the route finding mechanism.

A Bayesian estimator is pressed into service at this stage to find the optimal solution. This estimator is an essential ingredient of the Fuzzy-Genetic component of the system. The Neural Network gives a number of feasible solutions, the Bayesian Estimator picks up the best possible solution out of the solution space.

The results have led us to conclude that substantial redesigning of protocols will be essential to make Ad Hoc Networks really useful. There are more of documentation bugs in NS2 and simulation on NS2 is somewhat unpredictable under certain conditions.

In consideration of the above limitations, we have used HyperNet. This simulator has better functionalities than NS2. Simulation of various existing and user-defined Protocol Stacks has been performed.

A detailed report of the simulator results for both NS2 and HyperNet has been presented in for various types of standard protocols as well as our own protocol. The results show a remarkable improvement in performance of hypernet simulator over NS2.

IV. CHARACTERISTICS OF SIMULATOR

A. Characteristics of Network Simulator NS2

While evolving a network topology and designing new protocols, it is customary to use a simulator which accepts the input parameters to the network structure, implements the protocol and using generates outputs relating to the performance of the protocol. There are a number of simulators available in the public domain and NS2 Simulator is quite popular. Most of the researchers in networking domain use NS2 for simulation and protocol evaluation purposes.

Strictly speaking, NS2 is designed to work for wired networks where the topology is well established in advance and the protocols are defined in advance. NS2 does not address some of the most important issues of Ad Hoc Networks – issues such as mobility of the nodes, the limitations in communication, power saving aspects and many others. Since these issues are extremely important in the evaluation of protocols for Ad Hoc Networks, NS2 is not strictly suitable as an evaluation tool. Nonetheless, we are using NS2 as a measure of comparison against our simulator HyperNet, taking into account its limitations.

B. HyperNet Simulator

HyperNet Simulator has been designed specifically for protocol evaluation of Ad Hoc Networks. Based on the study of various simulators available in the public domain, we designed the features of the simulator that would most aptly reflect the inner workings of an Ad Hoc Network. The following capabilities were incorporated into the simulator:

- Real Time Node Mobility evaluation
- Communication capabilities of the nodes
- Monitoring of Inactivity of the nodes and intermittent connections
- Power Saving issues during inactive periods
- Route optimization based on heuristic and Neuro-Fuzzy Algorithms
- And many other issues specific to Ad Hoc Networks

For protocol evaluation issues, Back Propagation Artificial Neural Networks with Fuzzy Logic & Genetic Algorithms have been used. These Soft-Computing ingredients make the simulator highly suitable in conducting realistic evaluation of existing and newly-designed protocols.

Training sets required to train the ANN were prepared on a rough estimate and these were later refined by generation of intermediate results. These refined training sets were used to train the network towards fine-tuning of the performance.

The following parameters were used for evaluation purposes:

- Maximum number of nodes limited to 200
- Timeout for on-demand connections programmed for 1200 milliseconds
- Mobility of the nodes restricted to a radius of 750 meters from initial position
- Power status monitoring wherever the nodes are capable of emitting this information
- Real Time monitoring of nodes’ idling states
- Route activity information maintained in a knowledge base
- Inference Engine based on Back-Propagation ANN with Fuzzy Logic and Genetic Algorithms
- High amount of parallelism within the network activities
- Based on the above parameters, the results of protocol evaluation are being presented here below in the form of graph outputs. The graphs are depicted with the number of nodes in the network along the x axis with the routing time between 2 selected nodes represented along the y axis in milliseconds.
These graph outputs were obtained after 100 iterations through the Neural Networks, reflecting the averaged results in statistical sense. This approach affords maximum reliability in performance.

The results can be summarized in terms of connection time for a maximum of 200 nodes as shown in Table I. A few observations on the results can be made:

- The performance of routing is approximately logarithmic in nature.
- Connection time increases with increase in the number of nodes.
- The worst case performance is encountered in Power-Aware and Hybrid Protocols [10].
- The best performance is to be found in Neuro-Fuzzy and Neuro-Fuzzy-Genetic cases.

The superior performance of Neuro-Fuzzy-Genetic Routing Algorithms comes with a price: a substantial overhead in preparation of training sets and training the simulator to achieve an equilibrium point. But this is really not an issue as the training phase is a one time effort.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Maximum Link Establishment Time in milliseconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pro Active (Table Driven)</td>
<td>60</td>
</tr>
<tr>
<td>Reactive (On Demand) Routing</td>
<td>35</td>
</tr>
<tr>
<td>Flow Oriented Routing</td>
<td>35</td>
</tr>
<tr>
<td>Power Aware Routing</td>
<td>70</td>
</tr>
<tr>
<td>Hybrid (Pro Active &amp; Reactive)</td>
<td>70</td>
</tr>
<tr>
<td>Neuro Fuzzy Optimal Routing</td>
<td>4</td>
</tr>
<tr>
<td>Neuro Fuzzy Genetic Routing</td>
<td>2.5</td>
</tr>
</tbody>
</table>

In contrast, the results generated from NS2 Simulator are summarized and it is as shown in Table II.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Maximum Link Establishment Time in milliseconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pro Active (Table Driven)</td>
<td>87</td>
</tr>
<tr>
<td>Reactive (On Demand) Routing</td>
<td>61</td>
</tr>
<tr>
<td>Flow Oriented Routing</td>
<td>62</td>
</tr>
<tr>
<td>Power Aware Routing</td>
<td>110</td>
</tr>
<tr>
<td>Hybrid (Pro Active &amp; Reactive)</td>
<td>113</td>
</tr>
<tr>
<td>Neuro Fuzzy Optimal Routing</td>
<td>Not Available</td>
</tr>
<tr>
<td>Neuro Fuzzy Genetic Routing</td>
<td>Not Available</td>
</tr>
</tbody>
</table>

In conclusion, it appears reasonable to assume that the essential ingredients of ANN with Fuzzy Logic and Genetic Algorithms go a long way in improving the performance of protocol in very dramatic terms.

V. RESULTS

It is important to observe that the objective function of any protocol is to establish a link as quickly as possible, taking into account the various input constraints. Our goal has been to solve the objective function and establish a route within the shortest possible time. Our implementation surpasses traditional routing algorithms by implicitly taking into account all the network input parameters at the same time in reaching an optimal solution. These include: Varying number of nodes in the network, The mobility of the nodes across a geographical region Limitations in the communication capabilities of the nodes, Congested and blocked routes, Nodes that are currently active, Link failure history.

The results generated from the network are independent of the protocol philosophy that one chooses to follow. The chief merit in our implementation is the independency of our simulator to traditional protocol paradigms such ‘pro-active’, ‘reactive’, ‘power-aware’ and similar such principles.

A detailed report of the simulator results for HyperNet has been presented in for various types of standard protocols as well as our own protocol. HyperNet Simulator has been designed specifically for protocol evaluation of Ad Hoc Networks. Based on the study of various simulators available in the public domain, we designed the features of the simulator that would most aptly reflect the inner workings of an Ad Hoc Network. The following capabilities were incorporated into the simulator: Real Time Node Mobility evaluation Communication capabilities of the nodes, Monitoring of Inactivity of the nodes, Power saving issues during inactive periods, Route optimization based on heuristic and Neuro-Fuzzy Algorithms.

For protocol evaluation issues, Back Propagation Artificial Neural Networks with Fuzzy Logic & Genetic Algorithms have been used. These Soft-Computing ingredients make the simulator highly suitable in conducting realistic evaluation of existing and newly-designed protocols.

Training sets required to train the ANN were prepared on a rough estimate and these were later refined by generation of intermediate results. These refined training sets were used to train the network towards fine-tuning of the performance.

The following parameters were used for evaluation purposes: Maximum number of nodes limited to 200, Timeout for on-demand connections programmed for 1200 milliseconds, Mobility of the nodes restricted to a radius of 750 meters from initial position, Power status monitoring wherever the nodes are capable of emitting this information, Real Time monitoring of nodes idling states, Route activity information maintained in a knowledge base, Inference Engine based on Back-Propagation ANN with Fuzzy Logic and Genetic Algorithms, High amount of parallelism within the network activities.

Based on the above parameters, the results of protocol evaluation are being presented here below in the form of graph outputs. The graphs are depicted with the number of nodes in the network along the x axis and the duration time between 2 selected nodes represented along the y axis in milliseconds.

These graph outputs were obtained after 100 iterations through the Neural Networks, reflecting the averaged results in statistical sense. This approach affords maximum reliability in performance. A plot of Link Establishment time...
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and Number of nodes using various protocols are as shown in Fig. 4

![Graphs showing Link Establishment time and Number of nodes using various protocols](image)

Fig. 4: A plot of Link Establishment time and Number of nodes using various protocols

VI. CONCLUSIONS

A few observations on the results can be made:
- The performance of routing is approximately logarithmic in nature and Connection time increases with increase in the number of nodes
- The best performance is to be found in Neuro-Fuzzy and Neuro-Fuzzy-Genetic cases

The superior performance of Neuro- Fuzzy- Genetic Routing Algorithms comes with a price: a substantial overhead in preparation of training sets and training the simulator to achieve an equilibrium point. But this is really not an issue as the training phase is a one time effort.

In conclusion, it appears reasonable to assume that the essential ingredients of ANN with Fuzzy Logic and Genetic Algorithms go a long way in improving the performance of protocol in very dramatic terms.

A careful study of the above graphs shows a superior performance of our protocol in establishing route over shorter periods of time and the results are encouraging.
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