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Abstract— Real-time video processing is still now a 

formidable task for the strict requirement on latency control and 

packet loss minimization. Burst processing has come to the rescue 

by offering buffer less operation and separation of control and 

data information. In this paper a novel dynamically-optimized 

embedded burst scheduling method suitable for processing 

class-differentiated video channels has been proposed. The 

method is based on statistical Markov chains where the initial 

scheduled Markov transition probabilities are subsequently 

adaptively reconfigured by the central scheduler to maintain the 

best system Quality of Service (QoS). 

 

 Keywords—Embedded systems, QoS, Markov process, 

Reconfigurable computing, Video communication.  

I. INTRODUCTION 

  In modern days the Internet is seen to be the most 

promising approach to build the next generation 

communication infrastructure. With the increasing demand 

for information intensive multimedia applications which 

require dynamic scheduling and quality of service (QoS) 

provisioning is becoming more and more important. An 

efficient and dynamic scheme is crucial to guarantee the QoS 

and to optimize the scheduler specially for mission-critical 

and real-time applications like video processing, that requires 

low latency as well as low packet losses. 

QoS for embedded video scheduling systems for an 

individual process has been reported by Yoo et. al., [1]. S. J. 

Yoo [2] suggested some new approaches towards scheduling 

without QoS awareness. Safavian [3] and Tomoyoshi et. al., 

[4] have studied QoS in embedded video processing systems 

but none of them considered Markov chains. The concept of 

dynamically-optimized system-QoS based on Markov 

statistical video scheduler has not yet been reported. In this 

paper the authors used the concept of dynamically-optimized 

system-QoS based on Markov statistical video scheduler. 

This QoS provisioning method can adapt the changes in the 

traffic pattern. In this paper priority-based incoming traffic 

rate control for service differentiation and congestion control 
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in sending real time traffic to the processor in a video 

processing environment is used.  

Most of the earlier works [3-6] on finite state modeling of 

schedulers considered the four types of states for each 

process; they are- sleeping, ready, executing and blocked. 

The reported results [3-6] are not compatible with 

dynamically optimized system QoS. In this paper the authors 

have proposed and modeled each of the processes in a video 

processing environment as an individual Markov process 

which is compatible to dynamically optimized system QoS.  

 QoS scheme based on burst in embedded video processors 

for real time applications to minimize the system loss 

probability has been proposed in this paper. The proposed 

scheme used the offset time instead of buffer to isolate data 

and control bursts. QoS is enhanced by taking the upper 

bound of the system loss probability by optimizing the 

parameters values. The global interest for real time 

multimedia applications such as VoD and IPTV had 

increased to a large extent in last few years. , Servetto et.al. 

[10] stated TCP is not well suited for real time data 

transmission due to following characteristics: 

• TCP built in transmission mechanism 

• TCP strict congestion control mechanism 

• TCP does not work suitably for real time application  

On the other hand UDP (User Datagram Protocol) also does 

not provide adequate support for real time data transmission 

as it suffers from low QoS. Therefore RTP (Real Time 

Protocol) was designed. RTP along with its associated 

profiles and payload formats provide a framework for 

real-time media transmission. RTCP (Real Time Control 

Protocol) provides participant identification, media stream 

synchronization and reception quality feedback when it is 

running alongside RTP. We propose here a video scheduling 

mechanism that can take decisions at runtime for QoS 

provisioning and increase in throughput. Optimization and 

reconfiguration techniques work by analyzing the traffic 

pattern with the help of Feedback control system of the 

proposed scheme. 

II. SYSTEM OVERVIEW 

In our system we differentiate between classes of the 

incoming traffic channels. The traffic is assumed to be of 

three different classes having different priority and traffic 

pattern.  
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Each traffic class is served by a unique process in the 

embedded processor. One process is broken down into 

several threads (k). Traffic comes in burst with control and 

data (bursts) separated by offset time toff, as shown in Figure 

1. A burst is composed of a set of fixed-length segments of 

the same traffic class. We assume that the input traffics are in 

a normalized form.  

The offset time is required for data and control isolation. 

Lower bound on the burst loss probability is analyzed. 

Simulations are also conducted to evaluate the QoS 

performance in terms of burst loss probability. We have 

shown that moderate amount of buffer can enhance the QoS 

very efficiently.  

III. METHODOLOGY 

In our system we assume there are three process of different 

priority levels based on their traffic rates and required service 

rates such that the waiting time is negligible or very less. High 

priority is treated as class 1, medium priority is taken to be 

class2 and low priority class 3. To serve the incoming burst 

depending on the traffic rate we apply the concept of software 

threads to work independently. The maximum number of 

threads allocated to each process is proportional to its priority 

level. Thus traffic intensity (load) normalized to number of 

threads is same for all processes. 

Although we do not intend to use buffer but using of small 

amount of buffer enhances the QoS remarkably.  As to the 

process of highest priority, it does not wait at all or wait for 

minimal time for processor availability so for this process 

there is no need of buffer or very small amount of buffer is 

sufficient. We take into account that in real time process with 

the highest priority process should not lose any burst at any 

traffic condition. The lower priority process should wait till 

the highest priority process is executed and processor is free 

to serve the lower priority process. Consequently the lower 

priority process context needs buffer storage. In our system 

we have implemented the preemptive scheme with priority 

scheduling that is the lower priority process can be 

pre-empted by the higher priority process. So it is clear 

that class 3 traffic bursts will have a relatively high loss 

probability. Considering each process as an FSM state with 

nondeterministic operations separating each state. A large 

switch statement examines state variables on each invocation 

to determine which case to execute.  

A. Video Burst 

The burst length should neither be very small nor be very 

large. If the burst length is small, throughput will be less, 

while if the burst length is very large, delay will grow up. This 

is due to higher wait times suffered when packets are formed 

into larger bursts - this causes additional overall delay. The 

burst length should therefore be optimized for the best QoS. 

 

Fig. 1 Video Channel Bursts with assigned priorities 

B. Markov Process 

    The video bursts are assumed to arrive with a Poisson 

probability distribution. The high-priority classes have a 

longer offset time than the low-priority classes as shown in 

Fig. 1.  For this system, we calculate the system burst loss 

probability and the burst loss probability for each priority 

class. We use three types of video traffic to evaluate the 

performance of the embedded video processor. The first 

one is NTSC hard real-time video signal having extremely 

tight timing requirements and so treated as class I.  Second 

one is real-time video having slightly less strict timing 

requirements and considered as class II traffic. Third one is 

streaming video signal and assigned class III priority. Highest 

priority is given to NTSC video signal processing where error 

detection and error correction algorithm are incorporated. 

The processor allocates maximum number of threads to this 

process. Consequently, the processor will be busy most of the 

time to serve the first process. We develop here a real-time 

scheduling algorithm for video processors to enable 

multiple video application run concurrently with no or low 

latency.  

The prime focus in this paper is made on how to achieve high 

QoS in hard real time systems for embedded applications. 

Embedded systems have multiple concurrent activities that 

must meet their deadlines for maintenance of high QoS. The 

problem is solved by implementing software threads that 

trims the system cost by eliminating dedicated hardware 

peripherals. Further, they enhance system flexibility. 

C. Optimization Parameters 

    We analyze the lower bounds on the burst loss probability 

and minimize it by optimizing the process (state) to process 

(state) transition probabilities in a novel way. The results 

obtained from analysis and simulations are described. The 

number of average burst-length (L) and the number of 

threads (k) for different classes are considered as the key 

design parameters in the system. The class I channel 

generates bursts according to an exponentially distributed 

arrival rate with average λi and with an exponentially 

distributed service rate with average µi  where µi = 1/Li.  The 

normalized traffic intensity of class i is ρi = (λi / µi) /k = ri / k 

where traffic intensity ri = λi / µi .   
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The processes in the embedded processor are modeled as 

Markovian. The lower bound on loss probability is 

determined by assuming that there is minimal buffer. It is 

given according to Markov model as  
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Where the total number of bursts that can be processed by the 

embedded processor is D = k + k.N, N = physical memory 

block size allocated to each thread.   

Currently we consider our system to work with only a single 

processor and further work will be done for multiprocessor 

systems. The performance of this model is assessed by 

evaluating the burst loss probability. The processing nodes 

are assumed to follow Poisson traffic model.  The results of 

burst loss probability vs normalized traffic Intensity for all 

classes using equation (2) have been shown in Fig 2. 

 

Fig. 2 Loss probabilities for different classes of traffic 

We observe that class III traffic suffers the highest loss and as 

the traffic escalates loss probability also rises. From Figure 2 

it is clear that up to 0.3 unit traffic loads, class III burst loss 

probability grows rapidly and at 0.3 units, it is approximately 

5×10
-3

. Beyond 0.3 unit of traffic load, burst loss probability 

rises at a slower pace, steadying at approx. 0.2 to 0.3 beyond 

a load of 0.8.  

D. System QoS 

    The system QoS is calculated using Markov chain 

analysis where the different processes are treated for their 

state transition probabilities. In our model we consider three 

processes (which are adequate for many low-end embedded 

applications) assigned to a single processor. Considering a 

finite state machine (FSM), the three states <P1>, <P2>, <P3> 

define the execution of three corresponding processes by the 

CPU. As in a single processor system the CPU executes only 

one process at a time, so in order to execute several 

processes, transition from one process to another via context 

switching is essential. Context switching is to be planned 

properly because it requires CPU overhead. Consequently it 

cannot be allowed at arbitrary times. It must be kept to a 

minimum by proper allocation of the state transition 

probabilities pij.  

 

Fig. 3 State transition model for the three processes 

Fig. 3 demonstrates the three-process state transition diagram. 

The directed edges determine CPU‘s transition or switching 

from one process to another. The CPU may stay at its present 

state or switch over to any one of the other two states, 

determined by external events. The weights of the 

corresponding edges are considered as the transition 

probabilities.   

IV. SIMULATION MODEL 

    For the sake of simulation, we consider two matrices 1) P1, 

a state transition matrix for Markov model assumed (here 

three state model and 2) E, an error (loss) probability matrix 

(at normalized traffic intensity of 0.6). 

 



















60.020.020.0

10.080.010.0
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0500.00010.00002.0

9500.09990.09998.0
E   (2) 

                                               

The simulation is done by MATLAB version 7.0. We 

perform simulation for calculating error vector which gives 

error positions in 20000 sequences (iterations) considering 

random numbers, and the state sequence matrix which deals 

with state transitions. The probability of finding the processor 

in a given state can be calculated from the state sequence 

matrix [8]. Similarly error probability can be found from the 

error vector. 

At normalized traffic intensity of 0.6, the probabilities of 

processes 1, 2, and 3 are found to be 0.59, 0.24 and 0.17 

respectively and the system (loss) error probability 0.03. It is 

seen from Fig 4 that the loss probability grows up with traffic. 

Consequently it keeps changing with varying traffic pattern. 
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Fig. 4 The system loss probability as a function of 

normalized traffic intensity 

V. STATIC OPTIMIZATION 

We consider two other options for the transition matrix with 

the transition probabilities inter-changed as shown in 
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Equation 4 and compare their overall system loss 

probabilities in Fig 5. Matrix P1 is finally selected as it is 

seen to be the most optimum, giving minimum system error. 

 

 

Fig. 5 System loss probabilities for different P matrices 

VI. ANALYSIS OF SYSTEM LOSS PROBABILITY 

 Every data burst is preceded by the control burst, which is 

sent ahead to make the processor aware that the data burst is 

on the way. The control burst contains the following 

parameters of the data burst: expected arrival time, size of the 

burst, class of traffic. The performance metrics are the burst 

loss probability and are queuing delay as a function of traffic 

intensity, the maximum delay time, the offset time difference, 

the number of classes.  

The offset time must be carefully designed for each channel 

to allow enough time for the burst to be processed. High 

priority traffic is given an extra offset time to reduce its 

blocking probability. We simulate and analyze the system 

loss probability for particular values of burst size and 

offset-time. Keeping all other parameters same, the system 

loss probability for various offset time differences are plotted 

in Fig. 6. As is clearly expected the system loss probability 

increases with traffic intensity.  Further, when the offset time 

is lower, the loss is higher as the processor gets more time to 

serve the incoming bursts. From Fig. 6 it is clear when the 

traffic intensity is too large beyond 0.9; the loss probability 

for different offset-time is tending to merge closely with each 

other.  

 

Fig. 6 System loss probabilities for various offset time 

Though a long maximum delay (end-to-end) time can reduce 

the loss probability, one needs to keep it as short as possible; 

otherwise the latency will be a great deal poor. In this 

subsection, we show the effect of maximum delay time on 

QoS performance such as burst loss probability under 

different traffic load. Fig. 7 shows the loss probability as a 

function of the maximum delay time. The parameters are 

taken as n = 4, k=2, N=3(d=6), ρ=0.8, tdiff = 3L + B 

 

Fig. 7 Burst loss probability under different traffic load 

As is obviously expected Fig. 7 demonstrates that system loss 

probability increases with the higher traffic load.  

VII. DYNAMIC OPTIMIZATION AND 

RECONFIGURABILITY 

As the traffic pattern changes, the pre-allocated state 

transition probabilities of matrix P1 are unable to maintain 

the QoS at its maximum. We solve this by re-configuring 

matrix P1 with the help of reconfiguration. 
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Fig. 8 Probability of error vs ∆1, ∆3 (∆2 = 0) 

 
 

Fig. 9 Feedback control system for our scheduler 

parameters ∆1, ∆2 and ∆3 as shown in Equation 5. 
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02.008.0290.0

config

  (5) 

This brings the probability of error to a minimum 0.007 and 

hence QoS is back to permissible maximum as shown in Fig 

8. The reconfiguration is implemented by a feedback 

controller as shown in Fig. 9 

VIII. CONCLUSION 

We have proposed and designed a novel 

dynamically-optimized scheduler using Markov statistics. 

We have also shown the optimal burst blocking probability 

which can be maintained over a range of traffic loads by 

dynamically adjusting scheduler priority levels. The 

proposed scheme gives us very low error probability (0.007) 

after upper bound of error probability taking into 

consideration. Due to very low error probability of the 

proposed scheme, it is well suited to the embedded systems to 

maximize the performance. 
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