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 

Abstract— Digital video information is some kind of proof for 

the events happening in our mankind. As capturing such kind of 

multimedia information is ease of work due to hand-held 

technology there are tremendous amount of such video in our 

Internet database. So, obviously we are in need of some technique 

for retrieving these data. 

 This paper will give an initial analysis on the structure of 

digital video and the overall overview of video retrieval procedure 

which will give effective retrieval result.  

 

Index terms: Mpeg7, Video Retrieval, CBIR, Semantic Web 

I. INTRODUCTION 

Multimedia data such as image, audio and video has been 

widely spreading because of the extension of the application 

field. Structured organization of video data is the basis to 

build large video archives which allow efficient retrieval 

browsing and manipulation [1], [2]. In this paper we are 

giving a complete analysis of how a video visual data is 

organized through which we can determine the exact feature 

of the video content which is used for retrieval purpose. Still 

now there are so many proposed retrieval process has been 

proposed but the efficiency of multimedia data retrieval is not 

that much good as text based retrieval process.   Among those 

retrieval process some of the notable process are textual based 

retrieval, Concept based retrieval, Content Based retrieval 

and Ontology based retrieval. In CBIR the feature of the 

image such as color, shape, texture and etc., can be used 

separately or combine way for retrieve purpose [3, 4, 5, 6]. In 

recent days we can use MPEG7 standard for extracting these 

feature as [7] here we have specific standard called MDS for 

representing these features for images or videos. 

So this paper is organized in such a way that the Section 2 

provides the complete analysis of the video structure, 

Sections 3, 4 and 5 provides the different way of determining 

the shot boundary, key frame and the feature of the frame and 

in Section 6 we emphasis why retrieval using Mpeg 7 

provides good result than the other kind of retrieval.   

II.  VIDEO STRUCTURE ANALYSIS 

Digital video information often consists of series of 25 

frames per second for television broadcast and 30 frames per 

second for computer display. The frames are normally set of 

images of any desire format. In order to develop any content 

based manipulations on digital video information, the video 
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information must first be structured and broken down into 

components [43][8]. This is shown in Figure.1 
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Figure.1 Graphical visualization of video structure 

The basic unit of video is frames which are like an image 

still. A whole video can be divided into Scenes which is a 

large continues unit which would be taken place in one 

landmark. A Scene can have any number of Shot, where a shot 

are the video frames which are continuously recorded using 

single camera. Then the shot can have any number of frames. 

Generally CBIR of video data consists of following phases 

 Video shot boundary detection 

 Key frames selection 

 Features extraction from the selected key frames 

 Retrieval procedure 

A shot boundary detection algorithm is based on the 

recognition of the editing effects (such as cuts, fades, 

dissolves, etc...) that identify the boundaries. After 

determining the boundaries, each shot can be represented by a 

key frame. A set of frames that best represent the visual 

content of the shot is called as the key-frames and these 

frames are generally used to for video search and retrieval. 

From the key frames we can extract both the low-level and 

high-level features. For the extraction of low-level feature 

here we analysis the usage of Mpeg-7 Descriptor tool which 

provide both spatial and temporal feature of a key frame. By 

using these features we will see what all the different types of 

retrieval technique used are.   

So the main part of all these stages is the key frame 

selection stages. As the effectiveness of retrieval is only based 

upon the key frame selection. 
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III. ANALYSIS OF SHOT BOUNDARY DETECTION 

The first phase in video content based retrieval process is 

Shot boundary detection. A shot is a single take camera visual 

content. So the boundary between shots can be either abrupt 

shot boundary [9] (ASB) or also gradual shot boundary 

(GSB). Where informer the change in shot occur in single 

frame we also called as shot cut or hard cut where as in GSB 

the effect like fade-in, fade-out, dissolve and wipe kind of 

concept where used. There are so many technique been [11] – 

[16] introduced in shot boundary as the efficiency of an video 

retrieval process in fully depend upon the key frame which we 

selected from the detected shot so the effectiveness of shot 

detection is need to be high.  

The change between one shot to other can be identified 

using the feature detail of the frames the most common feature 

commonly used for shot boundary detection are color, Edge, 

Pixel intensity and so on. Among them the color plays an 

important role. Now most of the research are been used hybrid 

of all feature. The feature of the frames are compared with 

each other frames either using spatial feature domain or 

temporal feature domain (i.e) either comparing the feature 

frame by frame or group of frames and so on. Once 

determining the discontinuity the decision of shot boundary 

can be determine by means of thresholding value, probability 

detection and Heuristics combination.  

IV. KEY FRAME SELECTION TECHNIQUE 

Selection of key frame is one of the crucial parts of the 

CBVR as the further result is depending upon this step. 

Usually key frame selection technique is integrated with the 

processes of segmentation. Each time a new shot is identified, 

the key-frame extraction process is invoked. 

Many approaches for keyframe selection is proposed 

[21][22][23][24][25]. By analysis these researches it seems 

most of the research suggest clustering technique for 

determining the keyframe selection. But in [25] specifies that 

clustering the frames within a shot and select the centroid of 

the clusters as key frame approach is a computationally 

expensive and it is also not easy to determine one cluster 

within a shot. So they perform principle component analysis 

on video sequences and derive two discriminate forms the 

first few retained principle components. Where the first 

discriminate captures the angle and distance of principle 

component to determine the shot. The Eigen images of shots 

are used as key frames. Figure 2  shows the shows the key 

frame selection of an video frame sequence.  

 

Figure.2 Segmentation and key frame 

 

V. FEATURE EXTRACTION 

One of the best ways to represent an image is by its low 

level features. The low level features of an colored image or 

frame is color, shape, motion, texture, spatial location and 

etc., 

For each features there are so many sub techniques for 

example color can be represent in RGB, CMYK, HSL, HSV 

etc., color space for each space different kind of 

representation are available so for generalization we can use 

MPEG-7 [7] which is an ISO/IEC standard which specify a 

standard way of describing various kind of audiovisual 

information.  

MPEG 7 standard consist of 3 part Description tools, 

Description Definition tool and System tool. 

 In Description tool the Descriptor (D) and Descriptor 

Schema (DS) of the audiovisual content will be defined. In D 

the low level data such as data type of the multimedia data will 

be given and in DS the high level data such as function 

description will be given.  In Description Definition Tool 

DDL the whole details about the multimedia information will 

be coded in XML which pave the way for interoperability. 

System Tool supports two type of representation for D and 

DS. One is Textual format and other one is Binary Format. 

We can use these formats for those platforms where XML is 

not feasible. 

Table 1: Mpeg-7 Descriptors [7] 

 

 

 

 

 

 

 

 

 

 

 

 

 

Color Descriptor 

 Color space  

 Color Quantization 

 Dominant Color(s)  

Scalable Color  

 Color Layout  

Color-Structure Descriptor  

GoF/GoP Color  

 

 

 

 

Texture Descriptor 

Homogenous Texture Descriptors  

Texture Browsing  

 Edge Histogram 

 

 

Shape Descriptor 

Region Shape  

 Contour Shape  

Shape 3D  

 

 

Motion Descriptor 

 

 Camera Motion  

Motion Trajectory  

 Parametric Motion  

Motion Activity 

http://www.chiariglione.org/mpeg/standards/mpeg-7/mpeg-7.htm#E12E20
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Table.1 gives the complete overall details about the 

Mpeg-7 Descriptors which are used to determine the features 

of an image or a frame. 

For each descriptor so many research has been done, 

through their results we can provide a better way of 

representing the feature of the frame. Initially by the year 

2004 Patrick et al [36]  proposed a texture analyzer which can 

be used for video content analysis for video coding. They 

suggest that they can analyze the image texture irrespective 

about their relevancy at a rate of 93%.  

One of the great advantages of using Mpeg-7 as low level 

visual descriptor is that the results obtain about an image 

feature is expressed in XML file. So it is easy to deploy on 

web services. Figure 3 shows the XML schema for the given 

image. 

VI.   ANALYSIS OF RETRIEVAL PROCEDURE 

In early 90’s to take a picture or a video, we need a 

sophisticated camera and person to take video images. But 

now a day due to the development of technology with the 

hand held cameras and mobile phone we can capture the 

video in instance. So, now one can think about tremendous 

archive of video Collection which can be easy to publish in 

internet through YouTube kind of web services after the 

introduction to web3.0 technology. 

 

 
 

<VisualDescriptor xsi:type="ColorLayoutType"> 

 <YDCCoeff>48</YDCCoeff> 

<CbDCCoeff>22</CbDCCoeff> 

 <CrDCCoeff>20</CrDCCoeff> 

          <YACCoeff63>19 20 16 12 14 20 15 16 14 16 15 16 16 9 19 17 13 19 16 15 16 

16 14 15 18 15 16 14 14 15 13 17 16 15 15 16 15 14 17 18 16 18 15 16 13 15 16 15 16 

16 17 16 15 17 15 15 15 15 15 15 16 16 16</YACCoeff63> 

          <CbACCoeff63>31 9 19 21 16 5 18 14 16 16 14 13 10 23 16 17 18 18 15 15 16 16 

14 15 14 16 16 13 17 16 13 17 15 15 16 16 15 15 16 18 15 13 15 15 14 17 16 15 16 15 

15 17 16 16 15 16 15 15 15 16 16 16 15</CbACCoeff63> 

          <CrACCoeff63>1 17 11 15 13 24 15 17 18 15 16 20 16 15 13 16 15 11 16 17 14 

15 16 17 13 14 13 19 16 15 18 13 15 16 16 15 16 17 16 14 17 16 16 15 18 15 15 16 16 

16 15 14 17 14 16 15 15 16 16 16 16 16 15</CrACCoeff63> 

 </VisualDescriptor> 

 <VisualDescriptor xsi:type="ScalableColorType" numOfBitplanesDiscarded="0" 

numOfCoeff="256"> 

          <Coeff>-71 -37 -55 46 38 14 22 31 31 16 31 30 18 11 29 28 2 1 0 2 3 5 0 2 12 3 -3 

2 -4 5 -14 4 0 2 0 1 0 0 1 2 9 5 1 3 1 2 4 7 7 3 3 4 7 3 3 2 2 11 0 -2 15 0 -3 1 0 0 0 0 0 0 

0 1 2 6 2 1 2 2 2 1 0 1 0 1 0 0 1 1 7 4 2 1 3 3 2 2 2 3 0 1 0 0 2 2 6 1 2 1 3 3 1 2 1 0 -1 -1 

3 0 1 2 3 1 1 0 -14 0 -1 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 1 0 -1 0 0 1 -1 -2 2 0 0 0 0 1 

0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 0 -1 1 1 0 -1 0 0 1 -2 0 1 0 0 0 0 1 1 0 -1 0 0 0 0 0 0 2 -1 0 

-1 0 0 1 -1 -1 -1 1 -1  1 1 -2 -1 -2 0 0 0 1 0 1 0 -1 0 2 1 0 0 -1 1 -1 1 0 -3 0 0 1 -1 -1 0 0 -3 

1 0 3 1 -3 0 0 0 1 0 3</Coeff> 

 </VisualDescriptor> 

  <VisualDescriptor xsi:type="EdgeHistogramType"> 

          <BinCounts>0 3 0 0 0 0 3 0 0 0 0 3 1 4 1 5 1 2 2 2 0 0 0 0 0 0 0 2 1 1 0 2 3 6 4 4 

1 6 3 1 0 0 0 0 0 0 0 1 1 1 0 6 3 4 2 4 1 6 4 5 0 0 0 0 0 0 0 0 0 0 1 3 5 3 2 4 1 7 4 

2</BinCounts> 

        </VisualDescriptor> 

        <VisualDescriptor xsi:type="DominantColorType"> 

          <SpatialCoherency>0</SpatialCoherency> 

        </VisualDescriptor> 

      </Image> 

    </MultimediaContent> 

  </Description> 

</Mpeg7> 

 

 

 

Even though the concept of video retrieval was there before 

these inventions. Now it is a must required technology 

because of the growing rate of multimedia data’s on web. 

Initially the retrieval concept start by the key-word based 

search then comes the CBIR – Content Based image Retrieval 

a boom to the field of image retrieval where they use the low 

level feature of an image for retrieval. Thus in key-word 

based search there is a need of a manual annotation of the 

image which is a tedious job. With CBIR it extracts the low 

level feature of an image for retrieval purpose. The overall 

operation of CBIR is given in Figure 4. 

So if we are dealing with the video file than the low level 

feature of the key frame of all the video in the database would 

be stored in feature database. So the queried image can be 

compared with the feature database content through relevant 

feedback we can ranked our similarity retrieval and concern 

output can obtained. 

Even though the retrieval process using CBIR is seems to 

be good in theory the result shown is not up to the satisfaction 

the main reason behind this is the Semantic gap. The concept 

of Semantic gap is shown in Figure 5. The way how we 

represent an image and the way how a machine represent an 

image is completely different those difference is said to be the 

semantic gap that is the gap between a low level and high level 

description of an image. So the reduction of this semantic gap 

is the main goal research area for those researchers who rely 

on CBIR.  For this we can go for the concept of Ontology 

based image retrieval, this concept reduces the gap between 

high levels semantic with low level credential.   

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Semantic gap 

The high level semantic can be provided by the Ontology 

technique [40],[41],[42]. There are different kind of ontology 

to the required system we can select the appropriate Ontology 

technique. The efficiency of the retrieval system depends 

literally on the kind of mapping technique we use to map the 

determined low level and high level features. 

This mapping can be performed by three methods[38] [39] 

as listed below: 

 Manual annotation 

 Semi-Automatic annotation 

 Automatic annotation 

Table 2 shows the different kind of approach used for 

annotation 

 

 

 

 

Figure 3: Schema for the image 
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Table 2: Kind of annotation approach 

 

 

 

Figure 4: Basic block diagram of CBIR 

 

VII. CONCLUSION 

This paper provide a overall analysis on how a video stream 

look like and what are all the techniques required for retrieval 

of video frames by comparing and enhancing the concepts 

used for image retrieval. Through this analysis we conclude 

this paper by promoting our future work [42, 43, 44] on 

developing a retrieval technique which will provide a 

semantic meaning to it. So to reduce the gap between high 

level and low level semantic we are proposing a system of 

using Ontology technique in it. Once we use MPEG 7 for 

feature description and Ontology for retrieval purpose we can 

provide an effective image search engine for Semantic Web 

as efficient as document search engine which always provide 

you relevant information for a given query.  

 

 

Figure 6: Overall Procedure of retrieval procedure 
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