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Abstract— The main purpose of this paper is to select the 

appropriate weighting matrices for designing of optimal controller 

using Particle Swarm Optimization (PSO) algorithm as an 

intelligent procedure. Generally speaking, it is not easy to 

determine the optimal weighting matrices for a high-dimension 

control system via analytical methods. There is no direct relation 

between the elements of weighting matrices and desirable control 

system characteristics and selecting these weights is performed 

using time-consuming trial and error method and based on 

designer experiences. Superior features of PSO method are fast 

tuning of the parameters, rapid convergence, less computational 

burden and capability to avoid from local optima. Simulation 

results demonstrate that our proposed method is more efficient and 

robust compared with other heuristic method, i.e., the Genetic 

Algorithm (GA) method. 

 

Index Terms— Weighting matrices, Particle Swarm 

Optimization (PSO), Genetic Algorithm (GA). 

I. INTRODUCTION 

Linear quadratique optimal control technique is 

important for modern control theory, because it can be 

implemented easily for engineering problems and it is the 

elementary technique of other control methods. However, in 

the particular case where the evaluation function is a linear 

quadratique function, the optimal solution converges to the 

solution of the LQR [1]. Finally, the problem is to find the 

appropriate weighting matrices to satisfy the performance of 

the control system under inequality constraints. 

LQR method is increasingly used in aspects like control 

of induction motors, vehicular drive-shaft control, etc. The 

problem of selecting weighting matrices has been investigated 

by various methods. Kalman [2] firstly presented a method for 

weighting matrices selection based on the given poles. Wang 

[3] expanded the researches in Kalman direction. The design 

methods only compute the weighting matrices based on the 

given poles, and don’t guarantee the performance and 

constraints of the system. Recently, more researches have 

been performed for LQR controller design using GA method 

[4-7]. This method has some disadvantages in designing of 

LQR controller such as high computational time and low rate 

of successful optimization. In order to overcome these 

difficulties, a new approach is proposed which employing 

new optimization method called PSO. Our goal is to design a 

LQR controller  
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that has a well control performance and achieves to desired 

system characteristics.  

This paper is organized as follows: section II contains a 

description of the LQR control problem. In section III, we 

present an overview of PSO algorithm and present the 

implementation of PSO method for designing of LQR and 

selecting appropriate weighting matrices. Simulation results 

are presented in section IV followed by conclusion in 

sectionV. 

II. LINEAR QUADRATIC OPTIMAL CONTROL 

Consider a linear time-invariant (LTI) system represented by 

the following state equation: 
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where x is n×1 state vector, u is m×1 input vector, A and B 

indicate the constant system model parameters and K is 

state-feedback matrix. The pair (A,B) is assumed to be 

stabilized. The linear quadratic cost function is defined as: 
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Where Q is positive semi-definite n×n matrix and R is 

positive definite m×m matrix. The conventional LQ problem 

is to find the optimal input u* such that J is minimized. For 

ft   , the state feedback matrix 
1 TK R B G  can be 

obtained by solving the following algebraic Riccati equation: 
 

1 0T TQ GBR B G A G GA                           (3) 
 

When we determine the control objective in optimal control 

system and select the weighting matrices Q and R, the 

resultant optimal state feedback matrix is unique. However, 

there aren’t yet suitable systematic methods for weighing 

matrices selection. The selection of weighting matrices is 

usually done by trial and error procedure and based on the 

designer’s experience. Then, regarding to the importance of 

weighting matrices selection, we describe the PSO algorithm 

and use it for generating of weighting matrices and designing 

the desirable LQR controller. 

III. PARTICLE SWARM OPTIMIZATION 

Considering the social behavior of swarm of fish, bees and 

other animals, the concept of PSO is developed. PSO is a 

robust stochastic evolutionary computation method based on 

the movement of swarms looking for the most fertile feeding 

location [8]. In general, PSO 

implementation is easier than 

GA. Indeed,  
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PSO only has one operator; velocity calculation, so the 

computation time is decreased significantly. The reason is 

PSO does not perform the selection and crossover operations 

in evolutionary process.  

Another difference between GA and PSO is the ability to 

control convergence. Crossover and mutation rates can affect 

the convergence of GA, but nothing can compare to the level 

of control achieved through manipulating of the inertial 

weight. The more decrease of inertial weight the more 

increase the swarm's convergence. This type of control allows 

determining the rate of convergence, and the level of 

'stagnation' eventually achieved. Stagnation occurs in GA 

when all of the individuals have the same genetic code. In that 

case the gene pool is uniform, crossover has little or no effect 

on population and each successive generation is essentially 

same as the first. However, in the PSO, this effect can be 

controlled or prevented [9-10].   
 

All solutions in PSO can be represented as particles in a 

swarm. Each particle has a position and velocity vector and 

each position coordinate represents a parameter value. 

Similar to the most optimization techniques, PSO requires a 

fitness evaluation function relevant to the particle’s position. 

XPB and XGB are the personal best (Pbest) position and global 

best (Gbest) position of the ith particle. Each particle is 

initialized with a random position and velocity. The velocity 

of each particle is accelerated toward the global best and its 

own personal best based on the following equation [8]: 
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  Here rand() and Rand() are two random numbers in the range 

[0,1]; c1 and c2 are the acceleration constants and w is the 

inertia weight factor. The parameter w helps the particles 

converge to Gbest, rather than oscillating around it. Suitable 

selection of w provides a balance between global and local 

explorations. In general, w is set according to the following 

equation [8]: 
 

0.5(1 (0,1))w rand                                   (5) 
 

The positions are updated based on their movement over a 

discrete time interval (Δt) as follows: 
 

i i iX X V t     (6) 

 

Where  Δt  usually is set to 1. Then the fitness at each position 

is reevaluated. If any fitness is greater than Gbest, then the new 

position becomes Gbest , and the particles are accelerated 

toward the new point. If the particle’s fitness value is greater 

than Pbest, then Pbest is replaced by the current position. The 

flowchart of PSO algorithm is illustrated in 'Figure 1'. PSO 

algorithm parameters are set based on trial and error as 

follows: 

 Number of particles for each controller = 30 ;  

 Acceleration constants  c1 = c2 =1.5;  

 Maximum generation=20. 

 

Figure 1: Flowchart of PSO controller design procedure 

IV. SIMULATION RESULTS 

 

Consider the aircraft landing flare system as a high 

dimensional system which is modeled by the simplified 

equations as: 
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where u is the aircraft forward speed along its main body 

axis (ms
-1

), w is the velocity downwards at right angles to the 

main body axis (ms
-1

), q is the angular velocity of pitch with 

respect to the ground (degrees
-1

), θ is the pitch with respect to 

the ground (degrees
-1

), 
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 h is the height with respect to 1 m below the ground (m), 

e is the forward acceleration due to throttle action (ms
-2

), μ is 

the elevator angle (degrees), γ is the  

throttle value (ms
-2

), δ is the spoiler angle (degrees). The 

airplane system is shown in 'Figure 2'. For formulating the 

problem, we design the input (u γ δ)T such that the aircraft 

comes into land along an exponential path. 

0.2 0h h                                                            (8) 

and the control criterion which is the integral of absolute error 

(

0

ft

IAE edt  ) is minimized. The system state initial 

conditions are: 
 

x(0)=[u(0)  w(0)  q(0)  θ(0)  h(0)  e(0)]
T   

= [5  -2.5  -1  -3  15  

0.5]
T 

 

Figure 2 The aircraft landing system 

From equation (7), we have 1.133h w      and taking it 

into equation (8), we can obtain  

30 30
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0 0
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                   (9) 

 

 where w=x2, θ=x4, h=x5. The design method is first to select 

matrices Q and R. Then, equations (1) and (3) are solved 

using computer computation. Simulation results reveal 

whether any the system constraints exceed or not. If the 

constraints doesn’t exceed, the weighting matrices are 

reselected and the procedure is repeated. Selecting the 

weighting matrices is very difficult in this case study using 

this procedure. Then, trial and error method should be spent 

longer time for simulation, and check the system response 

whether in state or input variables exceed constraints or not. 

One of the results using trial and error is: 
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Then, the state feedback matrix is computed as follows: 
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The trajectory of the aircraft landing is shown in 'Figure 3'. 

The integral absolute error (IAE) value is 32.448. The results 

of applying the GA and PSO methods are summarized as 

follows: 

 

The parameters of GA method set as range at [-5 5], 

population size= 100, generation number= 60, crossover 

rate= 0.96, mutation rate= 0.01, elitism number= 3.  
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Figure 3: The aircraft landing system time response 

 

The weighting matrix parameters and state feedback matrix 

using GA are obtained as below: 
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Also, the weighting matrices and state feedback matrix using 

PSO method are obtained as follows: 
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The parameters used in PSO algorithm are: population size= 

100, acceleration constants values: c1=1.5, c2=1.5, search 

range= [-5, 5] and iteration number= 60.  
 

The IAE values implementing each of the proposed methods 

are presented in Table 1. 
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 The corresponding system input vector for elevator angle, 

spoiler angle and throttle value are shown in 'figures 4, 5 and 

6'. The comparison of IAE values for control inputs using 

various methods is shown in Table 2. 
  

Table 1: Comparison of Trajectory following IAE 

values 

Trajectory 

Following 

Trial & 

Error 
GA+LQ PSO+LQ 

IAE 32.448 22.214 10.406 
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Figure 4: The aircraft landing system spoiler angle 
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Figure 5: The aircraft landing system elevator angle 
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Figure 6: The aircraft landing system throttle value 

 

Table 2: Comparison of IAE values for control inputs 

IAE 
Elevator 

angle 

Throttle 

value 

Spoiler 

angle 

Trial & Error 28.305 71.236 124.598 

GA+LQ 27.2 62.236 64.19 
PSO+LQ 11.852 39.824 22.621 

 

 

 

 

 

 

 

 

V. CONCLUSION 

In this paper we present a Particle Swarm Optimization 

(PSO) algorithm as an intelligent procedure for designing of 

optimal controller. Superior features of PSO method are fast 

tuning of the parameters, rapid convergence, less 

computational burden and capability to avoid from local 

optima. Simulation results demonstrate that our proposed 

method is more efficient and robust compared with other 

heuristic method, i.e., the Genetic Algorithm (GA) method. 
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