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 

Abstract—A good amount of work has been done in the field of 

compression, voice signal detection, and spectrum analysis 

which has been generated a number of results in the past few 

decades. In this research, following three important problems 

have been identified: 

1. To distinguish between constitutional and unconstitutional 

Voice: It is an important task to identify authenticity of 

recorded voice of the specific person. Here it has been tried to 

develop a Simulator which identifies constitutional and 

unconstitutional voice.  

2. To identify words sequence:It is an important task to 

recognize words sequence in the recorded voice. Sometimes 

voice may be recorded fast, clear, or loud. Here it has been 

tried to develop a simulator to checkout whether recorded 

words are in proper sequence are not. 

3. To develop a simulator which does not change file extension 

and quality of voice signal after compression: Normally, 

after compression, file extension is changed and quality of 

the voice signal is deteriorated. Here it has been tried not to 

change extension of the file after compression with minor 

distortion in voice signal. 

As per review of above three problems, it is being considered a 

simulator may be designed which may resolve above problems. 

With this view, the research title is chosen as “Design of 

Simulator for Automatic Voice Signal Detection and 

Compression (AVSDC)” which is suitable for pervasive 

computing, voice signal detection, and spectrum analysis. 

AVSDC is divided into following two parts: 

1. Automatic Voice Signal Detection (AVSD) 

2. Automatic Voice Signal Compression (AVSC) 

Automatic Voice Signal Detection (AVSD) is used to identify 

constitutional and unconstitutional voice signal automatically 

which is performed on the basis of frequency, pitch value, 

formant value, and sequence of words in the voice signal for 

several samples of the same voice. An underline purpose of 

AVSD is to identify fake voice in the security system. Frequency 

is being mapped to the frequency domain by computing its DFT 

using the FFT algorithm. Sequence of words is computed by 

continuously computing difference between absolute averages of 

two adjacent significant windows and comparing it to a 

predefined threshold. 

Word Identification System is part of AVSD which is designed 

to checkout whether recorded words in proper sequence are not. 

Normally, sometimes spoken words of voice may be recorded 

very fast, smoothly, or loudly. The main idea behind the word 

identification system is to first train it with several versions of 

the same word, thus yielding a “reference fingerprint”. Then, 

subsequent words can be identified based on how close they are 
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to this fingerprint. The whole idea is evaluated on the basis of 

Euclidean distance theory. 

Automatic Voice Signal Compression (AVSC) takes .wav 

stereo file as an input and compress 50 to 60 percent of the 

source file at about 45 kbps with high quality voice signal by 

taking the help of adaptive wavelet packet decomposition and 

psychoacoustic model. AVSC takes .wav stereo file as an input 

and creates .wav mono file after compression. After compression 

minor distortion is also possible. The main feature of AVSC is 

that file extension does not change after compression. In other 

words, compression is done from .wav to .wav extension. AVSC 

takes .wav stereo file as an input and after compression it creates 

.wav mono file as an output. AVSC also computes entropy and 

SNR (Signal to Noise Ratio) of the source file during the 

compression. 

 

Index Terms— MatLab7.0, Euclidean Distance Theory, 

Wavelet, Frequency Volue, Pitch Value, Average Significant 

Window 

I. INTRODUCTION 

Today, everyone wants to present their data in the form of 

multimedia which contains text, image, sound, graphics, and 

so forth. Although, multimedia data take large space in 

storage devices as compared to traditional data because 

traditional data did not use more images, graphics, sounds 

etc. Now a day, all academics, libraries, banking services, 

digital network services, conferences, and even security 

devices use multimedia data. Thus it is a challenge to the 

multimedia technologies which provides compressed and 

secure data to take less space in the storage device and 

provide secure and authentic service.  

 Though current generation uses multimedia technology. 

It is the need of hour to provide the challenging part of the 

multimedia where compression, authentication, and security 

are the main features. Number of efforts has been tried where 

some success were achieved, however it is felt that more 

attempts are required in the field of compression, 

authentication, and security. As a result, a greater emphasis 

is being placed in the design of new and efficient coders for 

voice communication and transmission.  

 It has always been an important task to identify 

authenticity of a recorded voice for an individual person. In 

the field of security and authenticity, several standards have 

been developed to serve many agencies, banking services, 

libraries, and lockers where voice signals, finger prints, eye 

prints, play a major role. If one is talking about the traditional 

work on voice signal, it may  
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provide better security and authenticity but not with complete 

success. A fake voice may unlock the security parameter. 

Thus it is felt that some more research is required to 

distinguish the fake and legal voice. There is still a need to 

develop a security parameter which symbolizes the 

constitutional and unconstitutional voice signal. This 

security parameter has been developed in this research which 

differentiates constitutional and unconstitutional voice 

signal with the help of frequency, pitch value, formant value, 

spectrum analysis, and distance between spoken words of 

voice signal. 

In the field of compression, different software has been 

developed to compress voice signal which obtained very high 

compression ratios. However, after compression file 

extension is changed and quality of voice is also deteriorated. 

While analyzing further, after compression, it is observed 

that file extension is changed and to read compressed file, 

specific software is required. For example, if one is trying to 

read .mp3 file in the global network then it may be read only 

by mp3 player. It means, to read .mp3 file, mp3 player must 

be installed in the respective device which may create 

following drawbacks: 

 Specific software is required for decompression. 

 Large space needs to be enhanced. 

 Higher data processing time is needed. 

 Overall cost of the process will be higher. 

 

Above shortcomings may be resolved by .wav extension. 

Wave file (supported to .wav extension) is a file that can run 

in any multimedia software. Here if voice is recorded in .wav 

extension and compression is also done with same extension, 

above shortcomings may be minimized.  This is one of the 

research areas on which present research work is also focused 

by taking the help of adaptive wavelet packet decomposition 

and psychoacoustic model which minimize above 

shortcoming: 

 Did not need specific software for decompression.  

 Memory requirement is minimized. 

 Data processing time is minimized. 

 Overall cost the process is reduced. 

This research work titled “Design of Simulator for 

Automatic Voice Signal Detection and Compression 

(AVSDC)” is divided in two parts: 

1. Automatic Voice Signal Detection (AVSD) 

2. Automatic Voice Signal Compression (AVSC) 

Automatic Voice Signal Detection (AVSD) is used to 

identify constitutional and unconstitutional voice signal 

automatically which is performed on the basis of frequency, 

pitch value, formant value. The word identification is also 

part of AVSD which is designed to checkout whether spoken 

words of voice in proper sequence are not. Word 

identification is done by taking the help of Euclidean 

distance theory. 

Automatic Voice Signal Compression (AVSC) takes .wav 

file as an input and compress 50 to 60 percent of the source 

file as an output at about 45 kbps with high quality voice 

signal by taking the help of adaptive wavelet packet 

decomposition and psychoacoustic model. After compression 

some minor distortion may be possible. AVSC takes .wav 

stereo file as an input and after compression it creates .wav 

mono file as an output. AVSC also compute entropy, SNR 

(Signal to Noise Ratio) of the source file during the 

compression. 

II. LITERATURE SURVEY AND PROBLEM 

IDENTIFICATION 

Jalal Karam [1] has been explained different techniques 

for wavelet compression in which speech processing for 

compression and recognition was addressed. Various 

methods and paradigms based on the time-frequency and 

time-scale domains representation for the purpose of 

compression and recognition were discussed along with their 

advantages and disadvantages. Level dependent and global 

threshold compression schemes were also examined in 

details. Work was good but wavelet family is not defined, 

how much data is compressed, and what will be file extension 

after compression [1], it is not defined. According to this 

previous work and drawback, the work is further extended in 

this research wok, where dubechies wavelet family 10 (dB10) 

is used for transparent compression at about 45 kbps. 

Compression is done 50 to 60 percent of the source file at 

about 45kbps with same extension i.e. .wav. 

Sarantos Psycharis [2] has defined a technique for image 

compression by using lossy compression. The encoding of 

coefficients is done using run-length-encoding of the zeros. 

This previous work is done exclusively for image 

compression where after compression extension is changed. 

This work was good but after compression file extension is 

changed. To read this compressed file, specific software is 

required.  What would be happen if one is to compress a file 

without changing the extension? This work can be further 

extended and approached in this research work where after 

compression file extension does not change (i.e. .wav to 

.wav).  

P R Deshmukh [3] has talked about the Multi-wavelet 

Decomposition for Audio Compression in which he describes 

the performance of different types of wavelets for composing 

the transient audio signal. The wavelets that were 

investigated for this purpose are dubechies family of 

wavelets, called as wavelet packets and multi-wavelets. The 

performances of various wavelets are compared, based on 

compression ratio and the signal to noise ratio (SNR) value of 

the reconstructed signal. One of the main challenges to the 

application of multi-wavelets is the problem of multi-wavelet 

initialization (or better known as pre-filtering). In the case of 

scalar wavelets, the given signal data is usually assumed to be 

the scaling coefficients which are sampled at a certain 

resolution, and hence, multi-resolution decomposition can 

directly be applied on the given signal. Unfortunately, the 

same technique cannot be employed directly in the 

multi-wavelet setting. Some preprocessing has to be 

performed on the input signal, prior to multi-wavelet 

decomposition.  
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In this implementation work [3] that was based on 

multi-wavelet, gives good results in comparison to the 

daubechies bases. On the basis of the experiment done, it can 

therefore be concluded that multi-wavelets, with an 

appropriate choice of pre-filtering method, seem to represent 

a promising substitute for scalar wavelets in audio data 

compression problems. In this previous research work, how 

to analyze whether recorded voice is audible? i.e. Is the 

recorded voice in the range of human nervous system?  This 

problem is resolved by in this research work which computes 

whether the recorded signal is in the range of human nervous 

system or not.   

As per research work of Stefan Wabnik [4], voice 

recognition technology can be used more efficiently in car 

security systems. Now if voice recognition is done by .wav 

file then it can be better but if voice recognition is done by 

compressed .wav file then it will be best.  To get compressed 

.wav file, this research work may be used. 

Shaleena Jeeawoody [5] developed a more efficient car 

security system using the technology voice recognition. The 

function of this voice recognition car security system is to 

unlock only when it recognizes a password spoken by the 

password holder. As per results show that among the 15 

words tested, no two voices overlapped. For a given word, the 

voice spectrum differs from one person to another.  The 

limitation of words, here work is approached for N-bits voice 

detection. 

Khalid Saeed [6], explained voice recognition where it is 

not defined that which type of file will recognize and how? 

While this thesis is used to identify constitutional and 

unconstitutional voice signal automatically which is 

performed on the basis of frequency, pitch value, formant 

value, and distance between words of voice signal for several 

samples of the same sound. 

According to Maria Markaki[7], a novel feature set for the 

detection of singing voice in old and new musical recordings 

but what about if fake voice is recorded for voice detection. In 

this case, this problem cannot be solved. But, It is resolved  in 

this research work where fake voice can be easy identified 

automatically which is performed on the basis of frequency, 

pitch value, formant value, and distance between words of 

voice signal for several samples of the same sound. 

Trung Nghia [8] has calculated the bit rate results of 

approximately 25 kbps. Different decomposition levels and 

auditory masking models are defined where six-level 

decomposition produces a 64-band wavelet packet tree. For 

coefficients quantization, novel method is used. This 

previous work is further extended in this thesis where 

compression is done 50 to 60 percent of the source file at 

about 45 kbps with same extension. To do this, N level 

decomposition, hard threshold, Global Threshold, Tonality 

Computation, 16-bit compression scheme, 16 bit dynamic 

quantization (narrow range quantization) is used. 

Frank A Russo [9] computed tonality of the recorded voice 

signal. If tonality is computed then further work is also 

possible which is done in this thesis. After tonality 

computation, Entropy, SNR is also computed and further 

compression is also done. 

According to Mohamed Cherif Amara Korba [10], 

Daubechies Wavelet 8 (dB8) was used to compute SNR and 

decomposition was implemented by an efficient 5 level tree 

structure. If SNR is computed then further work can also 

extend for the compression. According to drawbacks of this 

previous work, work is further extended in this research 

where Daubechies Wavelet 10 (dB10) is used which for 

better result than dB8. Work is also further extended for the 

compression in this research study.  

According to Grigor Marchokoy [11], speech signals were 

sampled at 8 KHz at 8 bits/sample and the results indicate 

31% to 37 % compression of the source file which was good. 

This previous work is further extending where 50 to 60 

percent compression is done at about 45 kbps with high 

quality audible voice signal with same extension.  

III. PROPOSED METHODOLOGY 

A. Block Diagram for AVSDC 

The Proposed Block Diagram for “Design of Simulator for 

Automatic Voice Signal Detection and Compression 

(AVSDC)” is given in Figure 1. As mentioned in the Figure 

1, AVSDC is divided into two major parts: first is AVSC 

(Automatic Voice Signal Compression) which takes .wav 

stereo file as an input and create .wav mono file after 

compression. It compresses 50 to 60 percent of source file at 

about 45 kbps with .wav extension by taking the help of 

adaptive wavelet packet decomposition and psychoacoustic 

model. The second is AVSD (Automatic Voice Signal 

Detection) which identifies constitutional and 

unconstitutional voice signal with the help of frequency, 

pitch value, and formant value. Word identification is also 

part of AVSD which is designed to checkout whether 

recorded words are in proper sequence are not. Normally, 

sometimes words may be recorded very fast, smoothly, or 

loudly. The main idea behind the word identification system 

is to first train it with several versions of the same word, thus 

yielding a “reference fingerprint”. Then, subsequent words 

can be identified based on how close they are to this 

fingerprint. The whole idea is evaluated on the basis of 

Euclidean distance theory. 

AVSC takes .wav stereo file as an input. Before execution 

of input file, some variables and parameters are decided like 

wavelet family = dB10, frame size = 2048 = number of points 

for each FFT, number of FFT = 5, psychoacoustic model=on, 

wavelet compression=on, quantization = on, heavy 

compression = off, etc. Now decomposition is done for N 

equal frames with the help of wavelet then wavelet 

compression scheme is decided with the help of threshold 

and masking technique. Psychoacoustic model computes 

Power Spectral Density (PSD), Power spectral density of tone 

masker (PTM), tone computation, entropy, and signal to 

noise ratio (SNR) of the voice signal. If recorded voice signal 

is in the range of human auditory system then voice signal is 

a tone and it will be a process for voice compression 

otherwise this processing will be interrupted. Now 

quantization and default number of bits allocation per frame 

is computed, offset value (Header Value) is calculated and it 

is put in the form of chunk of data. 

This chunk of data is called encoded bit stream. This 

encoded bit stream is decoded and the frames are 

reconstructed for N number of 

equal frame which develops 

compressed .wav mono file. 
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Fig.-1: Proposed Block Diagram for “Design of Simulator for Automatic Voice Signal 

Detection and Compression (AVSDC)”  

After compression, minor distortion may be possible which is 

computed in this phase. 

AVSD takes compressed .wav file to differentiate 

constitutional and unconstitutional voice while word 

identification system is used to checkout whether words are 

sequenced in proper ways or not. It can take both mono and 

stereo .wav file for purpose of execution but compressed .wav 

file takes minimize the execution time. 
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The word identification is done in two the phases: first is 

Training Phase and second is Reference Phase. In the 

Training Phase, some recorded .wav files are taken which are 

more than one. Before execution of Training Phase, some 

variables and parameters definition are fixed like number of 

points for each FFT = 1024, number of FFT = 7, signal length 

= 1.024 second, beginning of voice threshold = 0.05, window 

length = 1000, number of bits for quantization = 8, down 

sampling factor = 4, etc. Now voice signal is decimated by 

down sampling factor. It is done with the help of low pass 

filtering process. Voice is now quantized. After detection 

beginning word of voice, pointer and average window is 

initialized, and then adjacent significant window is 

computed.  

This detected voice signal is stored and FFT value is 

evaluated which is saved in the temporary database for the 

purpose of identification in the Reference Phase. In the 

Reference Phase, only single .wav file is taken for the 

purpose of word identification along with Training Phase. 

The stored data of Training Phase is reloaded. Later, 

reloaded data is decimated, quantized, initialized the pointer 

and then adjacent significant window is estimated. This 

process is repeated for reference file. The detected voice 

signal is stored and FFT is computed. Now the difference 

between adjacent significant window for trainee and 

reference file is computed. The comparison between trainee 

and reference file is done by taking the Euclidean distance 

between them. To calculate this value, they are considered as 

five 1024-dimensional vectors (one for each matrix row), and 

the average of their respective Euclidean distance is 

computed. This is shown in Equation-1: 

 

 
5 1024

2

1 1

1
.......................(1)

5
ni ni

n i

D a b
 

  
 

 

Where D is the distance, and ani and bni are the ith 

components of the voice signal. The n index points to each of 

the five vector pairs. 

If the distance is less than maximum distance, then 

analyzed word is considered as to “identify the reference 

word”. In this implementation, maximum distance is 

considered 140 which may vary. 

AVSD differentiates constitutional and unconstitutional 

voice signal which is implemented into two phases: First 

phase is for Reference Phase while second is for Training 

Phase. At first, a reference .wav compressed file is loaded 

through which their pitch value and formant value is 

computed with the help of pitch routines and formant 

routines. Similarly, pitch value and formant value are also 

computed for all stored .wav files in the database by Training 

Phase. Now the difference between pitch value and formant 

value for Reference Phase and Training Phase is computed 

and calculated values are shortlisted. According to these 

shortlisted values, top matched .wav file is detected.  

 

 

 

B. 0- Level DFD for AVSDC 

C. Algorithm for AVSDC 

The proposed algorithm for “Design of Simulator for 

Automatic Voice Signal Detection and Compression 

(AVSDC) is defined in three parts: First part for “Automatic 

Voice Signal Compression (AVSC)”, second for Word 

Identification, and third part for “Automatic Voice Signal 

Detection (AVSD) which are given below: 

 

Algorithm for AVSC: 

AVSC takes .wav stereo file as an input and compress it 50 

to 60 percent of source file at about 45 kbps with .wav mono 

type extension. The algorithm for AVSC is given in 

following steps: 

1. Recorded .wav stereo file is loaded 

2. Define variable and parameter definition 

3. Fixed Decomposition level = N 

4. Break loaded voice signal into N frame 

5. Define wavelet compression scheme 

6. Fixed wavelet coefficients 

7. Compute masking thresholds 

8. Calculate power spectrum density (PSD) 

9. Compute tonality  

10. If tonality is within human nervous system then go to 

next step otherwise exit 

11. Evaluate energy of the voice signal 

12. Determine entropy of the voice signal 

13. Calculate Signal to Noise Ratio (SNR) 

14. Define quantization level 

15. Compute offset value to shift memory location of entire 

partition 

16. Reconstruct signal based multilevel wavelet 

decomposition structure 

17. Evaluate distortion of the voice signal 

18. Define wavelet expander scheme for reconstructed 

signal 

19. Write compressed file in .wav mono type extension 
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Algorithm for Word Identification System: 

Word Identification System is part of AVSD which is 

designed to checkout whether recorded words are in proper 

sequence are not. Normally, sometimes words may be 

recorded very fast, smoothly, or loudly. The main idea behind 

the word identification system is to first train it with several 

versions of the same word, thus yielding a “reference 

fingerprint”. Then, subsequent words can be identified based 

on how close they are to this fingerprint. The whole idea is 

evaluated on the basis of Euclidean distance theory. The 

algorithm for word identification is given in following steps: 

1. Select Training Voice Signal (more than one .wav 

file) 

2. Define Variable and Parameters Definitions 

3. Decimate the voice 

4. Quantized the voice 

5. Initialize Pointer  

6. Initialize Windows 

7. Compute Adjacent Significant Windows  

8.  Store detected Voice 

9. Compute Average FFT 

10. Save Training data 

11. Compute Fingerprints (a) 

12. Select Reference Voice Signal (Only one .wav file)  

13. Load Training Data 

14. Define Variable and Parameters Definitions 

15. Decimate the voice 

16. Quantized the voice 

17. Initialize Pointer  

18. Initialize Windows 

19. Compute Adjacent Significant Windows 

20.  Store detected Voice 

21. Compute Average FFT (b) 

22. distance c = (b-a) 

23. If distance ≤ 140 then word is identified 

24. Otherwise word is not identified 

 

Algorithm for AVSD: 

AVSD differentiates constitutional and unconstitutional 

voice signal which is implemented into two phases: First 

phase is for Reference Phase while second is for Training 

Phase. At first, a reference .wav compressed file is loaded 

through which their pitch value and formant value is 

computed with the help of pitch routines and formant 

routines. Similarly, pitch value and formant value are also 

computed for all stored .wav files in the database by Training 

Phase. Now the difference between pitch value and formant 

value for Reference Phase and Training Phase is computed 

and calculated values are shortlisted. According to these 

shortlisted values, top matched .wav file is detected.  The 

algorithm for AVSD is given in following steps: 

1. Select Training Voice Signal (more than one .wav file) 

2. Compute Vector Results 

3. Compute difference in Formant Vectors 

4. Call Pitch Routines 

a. Get Number of Samples 

b. Error Detection 

c. Remove DC Bias 

d. Do Segmentation 

e. Set Pitch Counter 

f. Get Pitch Value for each segment 

i. Do Low Pass Filtering 

ii. Get Clipping Value 

iii. Centralize Clip Waveform 

iv.  Find Maximum Auto Correlation 

v. Check Maximum Auto Correlation 

Against Threshold 

g. Do Medium Filtering  

5. Compute Average Pitch Value (a) 

6. Call Formant Routines 

a. Define Parameters and Variable 

Definitions 

b. Compute Power Spectral Density 

c. Convert in db 

d. Normalize Frequency Axis 

e. Call Maximum Peak Routines 

i. Peak the first five picks 

ii. Get the Difference 

iii. Pick Index for Local Maxima 

f. Normalize Index 

7. Compute Average Formant Value (b) 

8. Call Database files 

9. Call Pitch Routines for each file  

a. Get Number of Samples 

b. Error Detection 

c. Remove DC Bias 

d. Do Segmentation 

e. Set Pitch Counter 

f. Get Pitch Value for each segment 

i. Do Low Pass Filtering 

ii. Get Clipping Value 

iii. Centralize Clip Waveform 

iv.  Find Maximum Auto Correlation 

v. Check Maximum Auto 

Correlation Against Threshold 

g. Do Medium Filtering  

10. Compute Pitch Value for Each File (c) 

11. Call Formant Routines for Each File 

a. Define Parameters and Variable 

Definitions 

b. Compute Power Spectral Density 

c. Convert in db 

d. Normalize Frequency Axis 

e. Call Maximum Peak Routines 

i. Peak the first five picks 

ii. Get the Difference 

iii. Pick Index for Local Maxima 

f. Normalize Index 

12. Computer Formant Value (d) 

13. Normalize Pitch Difference between Reference file and 

Database File (a-c) 

14. Normalize Formant Difference between Reference file 

and Database File (b-d) 

15. Sort Pitch and Formant Difference 

16. Get Nearest File 
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D. Flow Chart for AVSC 
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E. Flow Chart for Word Identification System 
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F. Flow Chart for AVSD 
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G. Flow Chart for Pitch Routines: Function  

 
 

 

 

 

 

 

 



International Journal of Soft Computing and Engineering (IJSCE) 

ISSN: 2231-2307, Volume-2 Issue-1, March 2012  

 

28 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  Retrieval Number: A0485032212/2012©BEIESP 

H. Flow Chart for Pitch Correlation: Function  
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IV. RESULT ANALYSIS 

The result analysis of AVSDC has been explained by taking 

the help of Intel (R) Core (TM) i5 CPU, M 460@ 2.53GHz, 

3.00GB RAM, DELL INSPIRON N4010 Laptop, and 

MatLab 7.0. To get better analysis, voice is recorded in same 

environment for both genders male and female. 

 

A. Result Analysis for AVSC 

AVSC takes .wav stereo file as an input and compress it 50 

to 60 percent of the source file as an output at about 45 kbps 

with high quality voice signal by taking the help of adaptive 

wavelet packet decomposition and psychoacoustic model. 

AVSC takes .wav stereo type file as an input and compress it 

.wav mono type file as an output. 

For the result analysis of „Automatic Voice Signal 

Compression (AVSC)‟, 30 number of .wav stereo files are 

recorded in the same environment from different people for 

both male and female categories. The recorded files for male 

category are dj3avsdc.wav, dj4avsdc.wav, dj5avsdc.wav, 

rb1avsdc.wav, rb2avsdc.wav, rb3avsdc.wav, rb5avsdc.wav, 

rb1topic.wav, rb2topic.wav, rb3topic.wav, rb4topic.wav, and 

rb5topic.wav while recorded files for female category are 

dsp1avsdc.wav, dsp2avsdc.wav, dsp3avsdc.wav, 

dsp4avsdc.wav, dsp5avsdc.wav, dsp2topic.wav, 

dsp3topic.wav, dsp4topic.wav, dsp5topic.wav, 

mb1avsdc.wav, mb2avsdc.wav, mb3avsdc.wav, 

mb4avsdc.wav, mb5avsdc.wav, mb1topic.wav, 

mb2topic.wav, mb3topic.wav, and mb5topic.wav.  

These .wav stereo files are compressed, the details of 

which are given in Table 1. 
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Table 1: Results for AVSC Compressed File 

S. No. 

Before Compression 

(.wav File) 

After Compression 

(.wav File)  

File Name 
File 

Type 

Size 

(Bytes) 
File Name 

File 

Type 

Size 

(Bytes) 

Distortion 

(Bytes) 

Compression 

(Percentage) 

1 dj3avsdc Stereo 569650 dj3avsdc-c Mono 284840 0.785861 50.0026 

2 dj4avsdc Stereo 509674 dj4avsdc-c Mono 254852 0.878348 50.0029 

3 dj5avsdc Stereo 677254 dj5avsdc-c Mono 338642 0.66099 50.0022 

4 dsp1avsdc Stereo 539662 dsp1avsdc-c Mono 269846 0.829534 50.0028 

5 dsp2avsdc Stereo 454990 dsp2avsdc-c Mono 227510 0.983927 50.0033 

6 dsp3avsdc Stereo 444406 dsp3avsdc-c Mono 222218 1.00736 50.0034 

7 dsp4avsdc Stereo 474394 dsp4avsdc-c Mono 237214 0.943677 50.0036 

8 dsp5avsdc Stereo 481450 dsp5avsdc-c Mono 240740 0.929845 50.0031 

9 dsp2topic Stereo 798970 dsp2topic-c Mono 399500 0.560287 50.0019 

10 dsp3topic Stereo 747814 dsp3topic-c Mono 373922 0.598618 50.0020 

11 dsp4topic Stereo 682546 dsp4topic-c Mono 341288 0.655865 50.0022 

12 dsp5topic Stereo 737230 dsp5topic-c Mono 368630 0.607212 50.0020 

13 mb1avsdc Stereo 504382 mb1avsdc-c Mono 252206 0.887564 50.0030 

14 mb2avsdc Stereo 522022 mb2avsdc-c Mono 261026 0.857569 50.0029 

15 mb3avsdc Stereo 527314 mb3avsdc-c Mono 263672 0.848961 50.0028 

16 mb4avsdc Stereo 555538 mb4avsdc-c Mono 277784 0.805826 50.0027 

17 mb5avsdc Stereo 469102 mb5avsdc-c Mono 234566 0.954324 50.0032 

18 mb1topic Stereo 802498 mb1topic-c Mono 401264 0.557824 50.0019 

19 mb2topic Stereo 742522 mb2topic-c Mono 371276 0.602884 50.0020 

20 mb3topic Stereo 966550 mb3topic-c Mono 483290 0.463139 50.0016 

21 mb5topic Stereo 952438 mb5topic-c Mono 476234 0.470001 50.0016 

22 rb1avsdc Stereo 626098 rb1avsdc-c Mono 313064 0.715002 50.0024 

23 rb2avsdc Stereo 599638 rb2avsdc-c Mono 299834 0.746556 50.0025 

24 rb3avsdc Stereo 636682 rb3avsdc-c Mono 318356 0.703115 50.0024 

25 rb5avsdc Stereo 544954 rb5avsdc-c Mono 272492 0.821478 50.0028 

26 rb1topic Stereo 888934 rb1topic-c Mono 444482 0.50358 50.0017 

27 rb2topic Stereo 913630 rb2topic-c Mono 456830 0.489967 50.0016 

28 rb3topic Stereo 867766 rb3topic-c Mono 433898 0.515865 50.0017 

29 rb4topic  Stereo 929506 rb4topic-c Mono 464768 0.481598 50.0016 

30 rb5topic Stereo 837778 rb5topic-c Mono 418904 0.534331 50.0018 
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The voice compression is based on threshold masking 

concept in which unwanted signal (noise) is masked with 

conceptual signal. The execution time for compressed signal 

and uncompressed signal will be same. For example if x is 

original file and its total running time is t, and if y is 

compressed file of x then its total running time will be t. 

During the compression, minor distortion may be possible. 

Distortion of any file is depending on the size of the file and 

contained noise with the file. Distortion analysis has been 

given in the Table 1.  This minor distortion may not be read 

by human auditory system. If both compressed and 

uncompressed file is played at the same time and listened 

carefully, it may be found that human auditory system may 

not differentiate both compressed and uncompressed file due 

to minor distortion but spectrum analysis may differentiate it. 

Here, some spectrum analysis for respective each file and 

respective screening results are given in Figure 8 to Figure 

10. Reality of the results may be seen in screenshot of the 

respective file while background execution may be seen by 

command window processing where entropy (E), and SNR of 

each frame for respective files are determined.  

 
[Fig.- 8: Screenshot for dj3avsdc.wav File] 

 

 
[Fig.- 9: Spectrum Analysis for dj3avsdc.wav File] 

 

 
 [Fig.- 10: Command Window Processing for dj3avsdc.wav 

File] 

B. Result Analysis for Word Identification 

Word Identification System is part of AVSD which is 

designed to checkout whether spoken words are in proper 

sequence are not. Normally, sometimes words may be 

recorded fast, clear, or loud. The main idea behind the word 

identification system is to first train it with several versions 

of the same word, thus yielding a “reference fingerprint” then 

subsequent words may be identified based on how near they 

are to this fingerprint. The whole idea is evaluated on the 

basis of Euclidean distance theory.  

 Word Identification may be started by just clicking 

„Identify‟ button which is mentioned in word identification 

phase of AVSD. After clicking „Identify‟ button, word 

identification process is moved to command window. Here a 

constant number of train file is required. As per given input 

constant number, name of .wav trainee have to be written. 

After that, name of a reference .wav file has to be written in 

the command window. When trainee and reference files are 

successfully processed then average finger print of trainee 

files and reference file is plotted for which result is computed 

in the AVSDC frame work. 

Result details of word identification system are given in 

the Table 2 while plotted results and screenshots of some 

respective files are given at Figure 11 to Figure 14.  
 

TABLE 2: Result Details for Word Identification System 

S.No. 
Trainee Files 

(.wav) 

Reference 

File (.wav) 
Results 

1 

dj3avsdc-c 

dj3avsdc-c words not identified dj4avsdc-c 

dj5avsdc-c 

2 

dsp1avsdc-c 

dsp1avsdc-c words identified 
dsp2avsdc-c 

dsp3avsdc-c 

dsp4avsdc-c 

3 

mb1topic-c 

mb4topic-c words not identified mb2topic-c 

mb3topic-c 
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[Fig.- 11: Word Identification Processing Details in 

Command Window for djavsdc-c.wav Files] 

 

 
[Fig.- 12: Fingerprint for Trainee Files djavsdc-c.wav] 

 

 
   [Fig.- 13: Fingerprint for Reference File 

dj3avsdc-c.wav] 

 

 
[Fig. - 14: Screenshot of Word Identification for 

djavsdc-c.wav files] 

C. Result Analysis for AVSD 

Automatic Voice Signal Detection (AVSD) is used to 

identify constitutional and unconstitutional voice signal 

automatically which is performed on the basis of frequency, 

pitch value, and formant value. 

AVSD database files may be called by clicking „AVSD 

Database‟ button. After loading AVSD database, a reference 

file is picked from the AVSD database, the details of which 

are uploaded in the AVSDC framework. Rests of the files in 

the AVSD database are counted as trainee files. Now, after 

clicking the „AVSD‟ button, AVSD processing is started 

where pitch and formant value of reference file and trainee 

files is computed. On the basis of this pitch value and formant 

value, comparison is done in between reference file and each 

trainee file. Top 4 files are selected on the basis of lowest 

pitch and formant value. Now selection process will repeat 

from top-4 file to select nearest file. 

 AVSD brief results are given at Tables 3 respective 

screening results are given in Figure 14 to Figure 20.   
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Table 3: AVSD Results for dsp1avsdc-c.wav 

Reference File (.wav) Trainee Files (.wav) 
Pitch 

Differences 

(b-a) 

Top-4 

Matched Files 

(.wav) 

Formant 

Differences 

Very Nearest 

File (.wav) 
File Name 

Pitch 

Value (a) 
File Name 

Pitch Value 

(b) 

dsp1avsdc-c 272.351 dsp2topic-c 276.06873 3.71773 dsp1avsdc-c 0 dsp1avsdc-c 

  
dsp3topic-c 282.4804 10.1294 dsp5topic-c 0.776823 

 

  
dsp4topic-c 281.08408 8.73308 dsp2topic-c 0.992311 

 

  
dsp5topic-c 274.54634 2.19534 dsp2avsdc-c 0.0110485 

 

  
mb1avsdc-c 304.2249 31.8739 

   

  
mb2avsdc-c 317.4178 45.0668 

   

  
mb3avsdc-c 293.3996 21.0486 

   

  
mb4avsdc-c 307.9445 35.5935 

   

  
mb5avsdc-c 293.1547 20.8037 

   

  
mb1topic-c 295.0616 22.7106 

   

  
mb2topic-c 294.6076 22.2566 

   

  
mb3topic-c 300.7211 28.3701 

   

  
mb5topic-c 323.9582 51.6072 

   

  
rb1avsdc-c 368.2477 95.8967 

   

  
rb2avsdc-c 385.133 112.782 

   

  
rb3avsdc-c 342.1935 69.8425 

   

  
rb5avsdc-c 345.7603 73.4093 

   

  
rb1topic-c 372.0271 99.6761 

   

  
rb2topic-c 379.252 106.901 

   

  
rb3topic-c 368.0342 95.6832 

   

  
rb4topic-c 387.942 115.591 

   

  
rb5topic-c 386.367 114.016 

   

  
dsp1avsdc-c 272.351 0 

   

  
dsp2avsdc-c 276.66115 4.31015 

   

  
dsp3avsdc-c 287.8316 15.4806 

   

  
dsp4avsdc-c 287.1671 14.8161 

   

  
dsp5avsdc-c 280.35412 8.00312 
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[Fig.- 15: Screenshot for dsp1avsdc-c.wav] 

 
[Fig.-16: Formant for Reference File dsp1avsdc-c.wav] 

 
[Fig.- 17: Formant difference with dsp1avsdc-c.wav and 

dsp1avsdc-c.wav] 

 
[Fig.- 18: Formant difference with dsp1avsdc-c.wav and 

dsp5topic-c.wav] 

 
[Fig.-19: Formant difference with dsp1avsdc-c.wav and 

dsp2topic-c.wav] 

 
[Fig.-20: Formant difference with dsp1avsdc-c.wav and 

dsp2avsdc-c.wav] 

V. CONCLUSION 

The purpose of AVSDC is to (i) compress 50 to 60 percent of 

the source file (ii) identify word sequence and (iii) verify 

constitutional and unconstitutional voice signals. AVSDC is 

divided in two parts: AVSD and AVSC. Word identification 

system is part of AVSD.  For the result analysis of AVSDC, 

30 number of .wav files are recorded for both male and 

female categories. 

 Automatic Voice Signal Compression (AVSC) takes 

.wav stereo file as an input and compress it 50 to 60 percent 

of the source file at about 45 kbps with high quality voice 

signal by taking the help of adaptive wavelet packet 

decomposition and psychoacoustic model. AVSC takes .wav 

stereo file as an input and creates .wav mono file after 

compression as an output. After compression minor 

distortion is also possible. The main feature of AVSC is that 

file extension does not change after compression. In other 

words, compression is done from .wav to .wav extension. 

AVSC also computes entropy and SNR (Signal to Noise 

Ratio) of the source file during the compression. AVSC 

results are given in Table 1 and some respective screening 

results are given in Figure 8 to Figure 10 at result analysis 

part while their methodology is defined in methodology part. 

Word identification system is part of AVSD which is 

designed to checkout whether recorded words in proper 

sequence are not. Normally, 

sometimes spoken words of 

voice may be recorded very fast, 
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smoothly, or loudly. The main idea behind the word 

identification system is to first train it with several versions 

of the same word, thus yielding a “reference fingerprint”. 

Then, subsequent words can be identified based on how close 

they are to this fingerprint. The whole idea is evaluated on 

the basis of Euclidean distance theory. The executed results 

for word identification system are given in Table 2 and some 

respective screening results are given in Figure 11 to Figure 

14.  

Automatic Voice Signal Detection (AVSD) is used to 

identify constitutional and unconstitutional voice signal 

automatically which is performed on the basis of frequency, 

pitch value, formant value, and sequence of words in the 

voice signal for several samples of the same voice. An 

underline purpose of AVSD is to identify fake voice in the 

security system. Frequency is being mapped to the frequency 

domain by computing its DFT using the FFT algorithm. 

Sequence of words is computed by continuously computing 

difference between absolute averages of two adjacent 

significant windows and comparing it to a predefined 

threshold. The computed results for AVSD are given in 

Table 3 and some respective screening results are given in 

Figure 15 to Figure 20. 
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