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Abstract—Over the last  few years major efforts have been 

made to develop methods for extracting information from 

audio-visual media, in order that they may be stored and 

retrieved in databases automatically, based on their content. In 

this work we deal with the characterization of an audio signal, 

which may be part of a larger audio-visual system or may be 

autonomous, as for example in  case of an audio recording 

stored digitally on disk. Our goal was first to develop a system for 

segmentation of the audio signal, and then classify into one of 

two main categories: speech or music.  

Segmentation is based on mean signal amplitude distribution, 

whereas classification utilizes an additional characteristic 

related to frequency. The basic characteristics are computed in 

2sec intervals, resulting in the segments' limits being specified 

within an accuracy of 2sec. The result shows the difference in 

human voice and musical instrument. 

 

Index Terms—Speech/music classification, audio 

segmentation, zero crossing rate, short time energy, spectrum 

flux. 

I. INTRODUCTION 

  In many applications there is a strong interest in 

segmenting and classifying audio signals. A first content 

characterization could be the categorization of an audio 

signal as one of speech, music or silence. Hierarchically these 

main classes could be subdivided, for example into various 

music genres, or by recognition of the speaker. Audio 

classification can provide useful information for 

understanding and analysis of audio content. It is of critical 

importance in audio indexing. Feature analysis and 

extraction are the foundational steps for audio classification 

and identification. In the present work only the first level in 

the hierarchy is considered.  
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Figure 1.1 Basic processing flow of audio content 

analysis. 

  Figure 1.1 shows the basic processing flow which 

discriminates between speech and music signal. After feature 

extraction, the input digital audio stream is classified into 

speech, non speech and music. 

II. PREVIOUS WORK 

  A variety of systems for audio segmentation and/or 

classification have been proposed and implemented in the 

past for the needs of various applications. We present some of 

them in the following paragraphs: 

  Saunders [4] proposed a technique for discrimination of 

audio as speech or music using the energy contour and the 

zero-crossing rate. This technique was applied to broadcast 

radio divided into segments of 2.4 sec which were classified 

using features extracted from intervals of 16 msec. 

  Four measures of skewness of distribution of zero-crossing 

rate were used with a 90% correct classification rate. When a 

probability measure on signal energy was added a 

performance of 98% is reported. 

  Scheirer and Slaney [5] used thirteen features, of which 

eight are extracted from the power spectrum density, for 

classifying audio segments. A correct classification 

percentage of 94.2% is reported for 20 msec segments and 

98.6% for 2.4 sec segments. Tzanetakis and Cook [8] 

proposed a general framework for integrating, 

experimenting and evaluating different techniques of audio 

segmentation and classification. In addition they proposed a 

segmentation method based on feature change detection. For 

their experiments on a large data set a classifier performance 

of about 90% is reported. 

  In [9] a system for content-based classification, search and 

retrieval of audio signals is presented. The sound analysis 

uses the signal energy, pitch, central frequency, spectral 

bandwidth and harmonicity.  
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This system is applied mainly in audio data collections. In a 

more general framework related issues are reviewed in [1]. 

  In [3] and [6] cepstral coefficients are used for classifying or 

segmenting speech and music. Moreno and Rifkin [3] model 

these data using Gaussian mixtures and train a support vector 

machine for the classification. On a set of 173 hours of audio 

signals collected from the WWW a performance of 81.8% is 

reported. In [6] Gaussian mixtures are used too, but the 

segmentation is obtained by the likelihood ratio. For very 

short (26 msec) segments a correct classification rate of 80% 

is reported. 

  A general remark concerning the above techniques is that 

often a large number of features are used. Furthermore the 

classification tests are frequently heuristic-based and not 

derived from an analysis of the data. 

III. SPEECH DATABASE FORMULATION 

  Speech recording from age group, 19-25 was taken. This 

utterance was spoken at the habitual speaking level and most 

talkers repeated the phrases 10 times.  

IV. METHODOLOGY 

  The target vowel was manually segmented using 

GOLDWAVE software and stored with .wav extension. 

V. EXPERIMENT AND RESULT 

A. Result using frequency energy and sub bands 

  The frequency spectrum is divided into four sub-bands with 

intervals [0, ω 0 /8], [ω 0 /8, ω 0 /4], [ω 0 /4, ω 0 /2] and [ω 

0 /2, ω 0]. The ratio between sub band power and total power 

in a frame is defined as: 
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Here F(ω) denotes the Fast Fourier Transform (FFT) 

coefficients, Where Lj and Hj are lower and upper bound of 

sub-band j respectively. FE is an effective feature, especially 

for discriminating speech from music signals. In general, 

there are more silence frames in speech than in music; thus, 

the variation of FE (or E) measure will be much higher for 

speech than that for music.  

 
Figure 1.2 Frequency energy and sub-bands of human 

voice. 

 

Figure 1.3 Frequency energy and sub-bands of musical 

instrument. 

Figure 1.2 and 1.3 displays the frequency energy and 

sub-bands of speech and music.  

B. Result using spectrogram 

  Since 1950s, many theories have promoted the development 

of speech recognition, such as Linear Predictive Analysis, 

Dynamic Time Warping, Vector Quantization, Hidden 

Morkov Model, and so on. Plenty of Automatic Speech 

Recognition (ASR) solution is applied from lab to life. The 

foundation of ASR is to choose speech features. Some usual 

features such as LPC, LPCC, MFCC and others are all based 

on time-domain analysis or frequency-domain analysis 

alone. Their respective limitations lie in: time-domain 

analysis doesn’t reflect spectral characteristics; on the 

contrary, frequency-domain analysis doesn’t make out the 

time variation. The time-frequency-domain analysis is a 

method combining the advantage of both parties, which 

shows the relationship of time, frequency, and amplitude 

directly. Based on this idea, people pay attention to express 

speech signal with spectrogram, and apply spectrogram to 

speech recognition [8]. 

In 1970s, Victor W.Zue and Ronald A.Cole pursued 

speech recognition based on spectrogram by spectrogram 

reading [9]. After 1980s, the research on spectrogram 

focused on how to extract feature form spectrogram. Mathew 

J.Palakal and Michael J.Zoran tried to pick up constant 

characteristics for speaker recognition using Artificial 

Neural Network [10]. Hideki Kawahara decomposed speech 

signal to the convolution of spectral parameters, which is 

used to form special spectrogram, and a series of pulses like 

VOCODER, and used the spectrogram for speech synthesis 

[11]. There were many applications in practice of these 

theories, such as the application of voiceprint recognition in 

financial security and Judicial verifying [12]. 

A series of experiments by Zue and his colleagues 

demonstrated that the underlying phonetic representation of 

an unknown utterance can be recovered almost entirely from 

a visual examination of the speech spectrogram [13]. 
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The most common format is a graph with two geometric 

dimensions: the horizontal axis represents time; as we move 

right along the x-axis we  shift forward in time, traversing 

one spectrum after another, the vertical axis  is frequency and 

the colors represent the most important acoustic peaks for a 

given time frame, with red representing the highest energies, 

then in decreasing order of importance, orange, yellow, 

green, cyan, blue, and magenta, with gray areas having even 

less energy and white areas below a threshold decibel level. 
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Figure 1.4 Spectrogram of human voice. 
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Figure 1.5 Spectrogram of musical instrument. 

 

  Figure 1.4 and 1.5 displays the spectrogram of speech and 

music. It shows that energy in decibel for music is much 

higher than speech.  

 

C. Result using autocorrelation 

  Autocorrelation is the cross-correlation with itself. 

Informally, it is the similarity between observations as a 

function of the time separation between them. It is a 

mathematical tool for finding repeating patterns, such as the 

presence of a periodic signal which has been buried under 

noise, or identifying the missing fundamental frequency in a 

signal implied by its harmonic frequencies. It is often used in 

signal processing for analyzing functions or series of values, 

such as time domain signals. 

 

In statistics, the autocorrelation of a random process 

describes the correlation between values of the process at 

different points in time, as a function of the two times or of 

the time difference. Let X be some repeatable process, and i 

be some point in time after the start of that process. (i may be 

an integer for a discrete-time process or a real number for a 

continuous-time process.) Then Xi is the value (or 

realization) produced by a given run of the process at time i. 

Suppose that the process is further known to have defined 

values for mean μi and variance σi
2 for all times i. Then the 

definition of the autocorrelation between times s and t is 

st

sstt XXE
tsR
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Where "E" is the expected value operator. Note that this 

expression is not well-defined for all time series or processes, 

because the variance may be zero (for a constant process) or 

infinite. If the function R is well-defined, its value must lie in 

the range [−1, 1], with 1 indicating perfect correlation and 

−1 indicating perfect anti-correlation. 
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Figure 1.6 Autocorrelation of human voice. 

0 2000 4000 6000 8000 10000 12000
-1

-0.5

0

0.5

1

N
o
rm

a
li
s
e
d
 a

m
p
li
tu

d
e

No. of frames

Musical Instrument - "flute"

0 0.5 1 1.5 2 2.5

x 10
4

-500

0

500

1000

N
o
rm

a
li
s
e
d
 a

m
p
li
tu

d
e

No. of frames

Auto correlated sequence

 

Figure 1.7 Autocorrelation of musical instrument. 

 

Figure 1.6 and 1.7 displays the autocorrelation of speech 

and music. It shows that autocorrelation for music is much 

higher than speech. 

VI. DISCUSSION AND CONCLUSION 

  In this paper, we examined the role of voice source measure 

in speech and musical instrument discrimination Voice 

source measures were extracted from a large database. 

  We used three different parameters in the analysis. From 

the experiments, we could observe evident results for 

frequency energy, spectrogram and autocorrelation. It is 

concluded that the frequency characteristics are very 

different between human voice and music apparatus, the 

distribution of FE of music is relatively even on each 

sub-band, but maximum FE is concentrated on first sub-band 

for speech.  
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Spectrogram shows that energy in decibel for music is around 

2500 which is much higher than speech whose energy in 

decibel is around 1000. Autocorrelation for music is much 

higher than speech. 
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