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Abstract:- Cross- talk induced Delay and power consumption 

are two of the most important constraints in an on- chip bus 

design. In same metal the ratio of cross-coupling capacitance 

between adjacent on-chip wires is quite larger. As a consequence, 

cross- talk interference becomes a serious problem for VLSI 

design. On chip bus delay maximized by cross-talk effect when 

adjacent wires simultaneously switch for opposite signal 

transition directions. In this paper we propose a memory- based 

cross-talk reduction technique to minimized the cross-talk for on- 

chip buses based on graph representation. In this approach that 

represents all the illegal code words canonically generates code 

words efficiently. As a result, a memory-based cross-talk 

avoidance CODEC would need to partition large buses into small 

groups. Our approach is applicable for reducing the cross talk, 

using a unified implicit formulation. It can actually speed up the 

bus by exploring cross talk among neighboring wire. By using this 

approach, we have developed a CODEC based algorithm to 

minimize the cross- talk or interference in on- chip buses. 

 

Keywords:- crosstalk, Bus Encoding, On-chip bus, Crosstalk 

Free Algorithm, Delay. 

I. INTRODUCTION 

On- chip bus is widely used in VLSI. In bus structure, 

cross- talk immunity is more important because long 

interconnect wires often run together and in parallel [2,3,4]. 

The inter- wire coupling capacitance between adjacent wires 

of the bus is relatively larger than other interconnects. Besides 

physical capacitance increase, simultaneous switching for 

opposite transition directions between adjacent wires makes 

the effective inter-wire coupling capacitance doubled [1,7,8].  

As a consequence, signal wires exhibit a significant delay 

variation and noise immunity problem. This problem is 

aggravated for long on- chip buses [5,8,9]. As technology 

shrinks, the coupling capacitance exceeds the self  

capacitance, which causes increased delay and power 

dissipation on the interconnect lines. To sum up with 

shrinking the feature size, increasing the die size, scaling the 

supply voltage, increased interconnect density and faster  
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Clock rates, the on-chip buses suffer from higher power 

consumption and large propagation delay due to capacitive 

crosstalk[5]. Since, both power consumption and delay 

incurred by a system bus, with increase in the coupling and the 

self capacitances, minimizing these capacitances is a major 

challenge in modern DSM design. Bus encoding schemes can 

be achieve the same amount of bus delay improvement as 

passive shielding, with a much lower area overhead [1,4]. 

These codes are commonly referred to as Crosstalk 

Avoidance Codes (CACs). CACs can be memory- less [6,4] 

or memory- base [1]. Memory- based coding approaches 

generate a codeword based on the previously transmitted code 

and the current data word to be transmitted. Although these 

type of codes need fewer additional bus wires. On the other 

hand the memory- less coding approaches use a fixed code 

book to generate a code word. The focus of this paper is to 

develop memory based encoding techniques to alleviate 

crosstalk in on- chip buses. 

Different approaches have been proposed for reducing 

crosstalk by eliminating specific data transition patterns. 

Some schemes focus on reducing the energy consumption, 

while other focus on minimizing the delay. Certain schemes 

offer improvements in both. Certain schemes incur different 

area overheads since they require additional wires, spacing 

between wires or both. Our encoding approaches allow for the 

selective reduction of the crosstalk effects in on- chip buses. 

By proving immunity from cross talk in buses, our encoding 

based techniques reduced the cross talk induced delay 

variation effect in on chip buses. This has the important 

benefit of reducing the maximum delay as well as reducing 

signal integrity problems in the bus signals. In the sequel, we 

refer to bus overhead as the additional number of bits required 

in order encoding a bus in a cross- talk free manner.  

II. CROSS TALK 

   One of the important effects of coupling capacitances in 

that they may induce unwanted voltage spikes in neighboring 

bus wire. This is known as cross talk. 
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Figure 1: Delay with three type transition on a 

three-line directional bus. 

Figure – 1 show the data bus model when no switching 

transition occurs in termed an aggressor and the wire on which 

it produces a noise spike in termed as a victim. 

 The problem of reducing capacitive cross talk effect on 

buses depends on the transition on the bus lines. The effect of 

an aggressor on a victim depends on a number of factors, and 

not every aggressor will inject an appreciable amount of noise 

into a victim. Typically, an aggressor wire is physically 

adjacent to a victim Wire and they may be modeled as being 

connecter by a distributed coupling capacitance [10, 11]. 

Hence a switching event in the aggressor wire while the victim 

wire is silent can result in the injection of at current in to the 

victim wire, causing an electrical spike [11]. 

For example, consider three wires that run in parallel for a 

significant distance with minimum space. If the middle wire 

switches from low to high, while its neighbors are 

simultaneously switching from high to low, the effective 

capacitance of the middle wire becomes doubled compared to 

the case where the neighbors are quiet. On the other hand, if 

all the three wires are simultaneously switching in the same 

direction, the coupling capacitance of the middle wire 

becomes zero. It has been shown that the delay and power for 

a long bus is strongly a function of the coupling capacitance 

between the wire [9, 11]. 

III. CROSS TALK CLASSIFICATION AND DELAY 

ESTIMATION 

 Crosstalk in an on-chip bus has been shown to be 

dependent on the data patterns on the bus and has a significant 

impact on the signal delay as well as the overall energy 

consumption of the bus [2,3,5,6]. Considering the introduced 

3- wire bus model and examining the total effective 

capacitance ( Ceff ) driven by the driver of the central (victim) 

line for different transitions of two adjacent (aggressor) lines, 

we can distinguish 5 different delays in a first order 

approximation if wire spacing are equal. From figure 2 

illustrate a simplified on-chip bus model with crosstalk. In the 

figure, CL denotes the load capacitance, which includes the 

receiver gate capacitance and also the parasitic 

wire-to-substrate parasitic capacitance. CI is the inter-wire 

coupling capacitance between adjacent signal lines of the bus 

we calculate that: (i) The victim and the aggressors switch in 

the same direction. The effective capacitance charged by the 

driver of the victim line is given by: Ceff  = CL . (ii) The 

victim and one aggressor switch in the same direction and the 

other aggressor is quite: Ceff  = CL + CI . (iii)  The victim 

switches and both aggressor are quiet, or the victim and one 

aggressor switch in direction, while the other aggressor 

switches oppositely: Ceff = CL + 2 CI . (iv) The victim and 

one aggressor switch oppositely, while the other aggressor is 

quite: Ceff  = CL + 3CI. (v) The victim and both aggressors 

switch oppositely: Ceff  = CL +  4CI . 

Consider a group of three wires in an on-chip bus, which 

are drive by signals bi+1 , bi , bi-1. The total capacitance of 

driver bi is dependent on the state of bi-1 and bi+1. The 

degree of crosstalk in an on-chip bus is depending on the 

transition patterns on the bus. Based on the model figure 2 the 

delay ti of the ith wire in a data bus is given as [7,9]. 

 

)1()1,..1,....(   iiCiKV iiCiKV iC LKabst i W

here k is a constant determined by driver strength and wire 

resistance, V i is the voltage change on the i
th

 line and 

V kV iV ki  ,  is the relative voltage change between 

the i
th

 and k
th

 line. Since on-chip buses are generally 

full-swing binary buses, we can assume that the two output 

voltage levels are Vout and 0V and hence: 

   V outV outV kiandV outV i 2,,0,,0  . If 

we let 
C L

C I
 , above expression can be written as: 

).2()1,1,.(...   iiiiiabsV outC LKti  

here  }1,0{ i  is the normalized voltage change on i
th 

 line. 

}2,1,0{
1,


 ii

is the normalized relative voltage change 

on i
th

 line .  

 
Figure 2: On-chip bus model with crosstalk. 

The  i  term corresponds to the intrinsic delay and remaining 

two terms correspond to crosstalk induced delay. Since 

1 the first term has negligible contribution to the delay. If 

we define Ceff , i as the total capacitance of the driver of ith 

line, we have:  
).3()1,.1,.(.,   iiiiiabsC LC ieff                                                 

).4()1,.1,.(. V iiV iiV iabsC L    

We know that, 

.11,11,.;, V iV iV iiandV iV iV iieiV kV iV ki  Fr

om the above expression, we get: 

.)..41(),(max.0),(min C LC ieffandCC LC ieff 

Crosstalk patterns 

corresponding to the different 

Ceff, i  values are classified as 
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0.C, 1.C, 2.C, 3.C and 4.C patterns. Since speed of the data 

bus is determined by max{ Ceff, i }overall the bit in the bus, we 

observe that by eliminating 4.C crosstalk on all lines in the 

bus, we can increase the maximum speed of the bus by ~ 38%. 

If 3.C and 4.C crosstalk can be eliminated on all lines, we can 

speed up the bus by ~100%. 

IV. CROSS-TALK SEQUENCES AND BUS 

TRANSITION PATTERNS 

     In this section, we discuss a scheme to eliminate cross-talk 

sequences, with a low overhead than the previous scheme. In 

Figure 2 we consider a group of three wires in an on chip bus. 

In best case, bi+1, bi, bi-1, all simultaneously transition in the 

same direction. But in the worst case, bi+1 and bi-1 

simultaneously transition in the opposite direction as bi . In 

the best case, the total effective capacitance of bi is Cmin = CL, 

and in the worst case, the effective capacitance is Cmax = 4.CI 

+ CL. with 1  we observe that ,1

min

max


C

C
and hence the 

delay of the bus signals strongly depends on the data pattern 

being transmitted on the bus. 

A. O.C Cross-talk ( 000 → 111) : 

On the transition pattern on the wire of interest as well as its 

immediate neighbors on   either side we clearly state that: 

.11,11,1  V iV iV i       

 )1()1(, V iV iV iV iV iC LC ieff    

                  )11()11(1  C L  

                  C LC L  01  

 

B. 1.C Cross-talk ( 011 → 000 ): 

 

       .11,1  V iV i         

 )1()1( V iV iV iV iV iC LCeff    

                     )11()01(1  C L  

                      .1 C L  

 

C. 2.C  Cross-talk (010→ 000) : 

                 .1V i       

 )1()1(, V iV iV iV iV iCiC ieff    

                      1C L  

                     .21 C L  

 

D. 3.C Cross-talk ( 010 → 100): 

 

       .11,11,1  V iV iV i         

 )1()1(1, V iV iV iV iC LC ieff    

                     ))1(1()01(1  C L  

                     C L  21   

   =  .31 C L                       

E. 4.C Cross-talk ( 010 → 101): 

       .11,11,1  V iV iV i        

 )1()1(, V iV iV iV iV iC LC ieff  

                    )11()11(1  C L  

                    .41 C L  

As a result of this large delay variation, the worst case delay of 

a signal in an on-chip bus also increased, limiting system 

performance. The problem due to crosstalk is aggravated in 

long on-chip buses, since bus signal are longer and therefore 

more capacitive, resulting in large worst case delay.  

V. FORBIDDEN PATTERN FREE CACs 

        Forbidden patterns are defined as the two 3-bit patterns 

“010” and “101”. A forbidden pattern free code is a set of 

code words which do not contain forbidden patterns on any 3 

adjacent bus bit [7]. For example 11100110 and 11000110 

are forbidden pattern free vectors while 11010011 and 

11110110 are not FPF vectors. By eliminating the forbidden 

patterns in the code words, it is guaranteed that Ceff for any bit 

in the bus does not exceed C L)21(   and hence the 

maximum delay is reduced by ~60% compared to an 

un-coded bus. 

VI. ELIMINATING CROSSTALK USING 

ENCODING TECHNIQUE 

  Table 1 shows a particular mapping which eliminates 3.C 

and 4.C crosstalk sequence using forbidden pattern free 

encoding technique. The encoder we implemented is shown in 

figure 3, for a 16-bit bus. The input is divided into four 4-bit 

groups and the data of each group is encoded using a 4-5 logic 

gates. 

Table 1: Encoded 4 → 5 input-output 

Input Output 

d1 d2 d3 d4 q1 q2 q3 q4 q5 

       0  0  0  0      0  0  0  0  0 

       0  0  0  1      0  0  0  0  1 

       0  0  1  0      0  0  1  1  0 

       0  0  1  1      0  0  0  1  1 

       0  1  0  0      0  1  1  0  0 

       0  1  0  1      0  0  1  1  1 

       0  1  1  0      0  1  1  1  0 

       0  1  1  1      0  1  1  1  1 

       1  0  0  0      1  1  1  1  1 

       1  0  0  1      1  1  1  1  0 

       1  0  1  0      1  1  0  0  1 

       1  0  1  1      1  1  1  0  0 

       1  1  0  0      1  0  0  1  1 

       1  1  0  1      1  1  0  0  0 

       1  1  1  0      1  0  0  0  1 

       1  1  1  1      1  0  0  0  0 
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Algorithm 1 Forbidden pattern free encoding technique: 

 

          Encode (v, n). 

 

1) Subdivide the input vector v in the set of group 

consists n bits each group        

),..............,2,,1,( V njV jV j  

     .),1..........,2,1,1,1( V njV jV j   

2) Now add an additional signal called a group 

complement signal that define as follows: 

For the group of n = 4 bits signal 

 

V jd j 1,1,   

V jV jV jV jV jd j 1,)4,2,3,2,(2,   

V jV jV jV jd j 1,)4,3,2,(3,   

V jV jV jV jd j 1,)4,2,3,(4,   

V jV jV j 1,4,5,   

3)     thend jd jif )1,15,(   

         Encoded output   

})5,1(,)4,1(,)3,1(,)2,1(,)1,1({}5,,4,,3,,2,,1,{ d jd jd jd jd jd jd jd jd jd j 

 

         Else 

  

}5,1,4,1,3,1,2,1,1,1{}5,,4,,3,,2,,1,{ d jd jd jd jd jd jd jd jd jd j 

 

4) Exit.  

 

Our experimental results shown in figure 5, that the proposed 

technique results is reduced delay variation due to crosstalk. 

As a result the overall delay of a bus actually decreases even 

after the use of encoding scheme. Here the input bus is split 

into 4-bit groups. The values of each group are compared with 

their previously transmitted values. The group data or its 

complement is transmitted based on the output of the 

comparator. Again one group complement bit is transmitted 

per group. We can see that each group is totally independent 

of other groups and therefore all the encoding is done in a 

single step, thus improving circuit speed. On the other hand, 

we focus on crosstalk in buses where the problem is 

significantly more acute since buses tend to be longer, 

resulting in large capacitances and therefore more aggravated 

worst-case delays. In this approach to determine the effective 

bus of width m that can be encoded in a k.c free manner, using 

a physical bus of width n. 

 

 
 

Figure 3:  16 bit codec structure. 

VII. CROSSTALK REDUCTION CODING  

  

Figure 4: Graph with different cross talk constraints. 
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In the case of crosstalk- based bus encoding, a graph 

),( EVG
kc
m 

 can be constructed for an m- bit bus. 

G
kc
m Consists of a set of 2 m vertices V and a set of edges E. 

each v V represent one of 2m code words that may be 

transmitted on the bus. In this section, we present a method for 

memory- based crosstalk reduction code generation using 

Reduce Ordered Binary Decision Diagrams (ROBDDs) [1]. It 

is a two- step approach to determine the effective bus of width 

n that can be encoded in a cross- talk free manner. for (1≤ k ≤ 

4) using a physical bus width m.First we construct an 

Algorithm, that is G
kc
m  which encodes all vector transitions 

on the m- bit bus that are cross talk free [1]. 

Using this algorithm 
G

kc
3  ((vi+1, vi+2, vi+3)← (v1, v2, 

v3 ), (wi+1, wi+2, wi+3)← (w1, w2, w3)) referred to the 

ROBDD variable substitution of ( wi+1, wi+2, wi+3 ) by ( v1, 

v2, v3 ) and (w1, w2, w3) respectively[1]. 

Now from G
kc
m  we find the effective bus width n, such that 

an n- bit data bus can be encoded in a cross- talk free manner. 

If an n- bit (n < m) bus can be encoded the legal transitions 

in G
kc
m  then each source vertex vs Vc has at least 2m out 

going edges (vs, wd) to destination vertices wd. such that the 

destination vertex wd   Vc. so the cardinality of Vc is at least 

2n . If the number of outgoing- edges of any vs is greater than 

2n, we add vs and its out- degree into V. For each vs   V, we 

next check if each of its destination nodes wd are in V. If wd 
  V, we decrement the out- degree of vs becomes less than 

2m, we remove vs from V. This operation is performed until 

convergence. If at this point, the number of surviving vertices 

in V is 2n or more, then an n- bit codec can be constructed 

from the graph G
kc
m . We initially call the algorithm with n = 

m-1 where m is the physical bus size than an n- bit bus cannot 

be encoded using G
kc
m , then we determine n. We repeat this 

until we find a value of n such that the n- bit bus can be 

encoded by the graph G
kc
m . So the Algorithm is given below. 

 

 
 
Let the input of the Algorithm is n = 2, V ← ø. Then the 

algorithm generates the following: 

Step 1: We calculate Out- degree of all the vertices of the 

above graph. 

Out - degree  (v1) = 4 ≥ 2
n
      i.e V= { v1 }. 

Out - degree  (v2) = 2 > ≠ 2
n
   i.e V= {v1}. 

Out- degree   (v3) = 4≥ 2
n
       i.e V= { v1, v3}. 

Out- degree    (v4) = 5 ≥ 2
n
     i.e V = { v1, v3, v4}. 

Out- degree    (v5) = 4 ≥ 2
n      

 i.e V= { v1, v3, v4, v5}. 

Out- degree    (v6)=  2 >≠ 2
n 
  i.e V= { v1, v3, v4, v5}. 

Out- degree    (v7) = 4 ≥ 2
n
     i.e  V= { v1, v3, v4, v5, v7}. 

Out- degree    (v8) = 5 ≥ 2
n
     i.e V= { v1, v3, v4, v5, v7, v8}. 

So V← { v1, v3, v4, v5, v7, v8}. 

 

Step 2:  For each vs  in V. 

2.1 For v1 , from the vertices V { ( v1, v4), (v1, v6), ( v1,  

               v7), (v1, v8) }.  

So v6   V 

Out- degree (v1) = 4-1=3 

Now out- degree of v1 < 2
n
 so 

V← V – (v1 ) 

V = { v3, v4, v5, v7, v8}. 

2.2 For v3, from the vertices V { (v3, v2) (v3, v4), (v3, v8),  

              (v3, v5) }.  

               So  v2   V 

               Out- degree (v3) = 4-1= 3 

               Now out – degree of v3 < 2
n
  

                So V← V- (v3) 

                V = { v4, v5, v7, v8}. 
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2.3 For v4, from the vertices V {(v4, v3), ( v4, v1), (v4, v8),  

               (v4, v7), (v4, v5) }.  

              So v3   V 

              Out- degree of (v4) = 5-1= 4. 

              Again v1   V 

              Out- degree (v4) = 4-1= 3 

              Now out- degree of v4 < 2
n
. 

              So V← V- (v4) 

              V= {v5, v7, v8}. 

 

2.4 For v5, from the vertices V {(v5, v4), (v5, v3), (v5, v2),  

               (v5, v8)}.  

              So v4   V 

              Out- degree of v5 = (4-1) =3 

                      Again v3   V 

              Out- degree of (v5) = (3-1) = 2 

               Again v2   V 

               Out- degree of (v5) = (2-1) =1 

                Now out- degree of v5 < 2
n
  

               So V ← V- (v5) 

                V= {v7, v8} 

 

2.5 For v7, from the vertices V { (v7, v6), (v7, v4), (v7, 

v1), (v7, v8)}. 

So v6   V 

Out- degree of (v7) = (4-1) = 3 

Again v4   V 

Out- degree of (v7) = (3-1) = 2 

Again v1 V  

Out- degree of (v7) = (2-1) = 1 

Now out- degree of v7 < 2
n
 

So V← V- (v7) 

V = {v8}. 

 

2.6          For v8, from the vertices V { (v8, v1), (v8, v3), (v8, v4),  

             (v8, v5), (v8, v7)}.  

               So v1   V 

               Out- degree of (v8) = (5-1) = 4 

               Again v3   V 

               Out- degree of  (v8) = (4-1) = 3 

                Again v4   V 

                Out- degree of (v8) = (3-1) = 2 

                Again v5   V 

                Out- degree of (v8) = (2-1) = 1 

                 Again v7   V 

                 Out- degree of (v8) = (1-1) = 0 

 

So using this algorithm for n = 2 we found that V = ø. So (n 

= 2) cannot be transfer. We conclude that for the given graph 

n = 2 number of bit cannot be encoded. Further we examine n 

= 1, that number of bit can be encoded easily for the above 

encoded graph. 

VIII. IMPLEMENTATION AND RESULTS 

   The memory – based CODEC designs are more 

complicated. Bus partitioning can also be used in the 

memory- based CODEC designs, where a wide bus is 

partitioned into small groups and encoded and decoded 

independently. For example, for the input bus size of 32, the 

memory based code  

 

 
 

Figure 5: Experimental result. 

Required only 40 wires, as opposed to 46 wires needed for 

a memory less code. We run our algorithm to construct the 

graph G
kc
m  and to find the effective bus width m. If two buses 

of width n and n+1 have an identical effective bus width of m, 

in that case, overhead as defined above is larger for the bus of 

real width n+1. For wider buses, we recommend that the bus 

be partitioned into smaller bus segments and each segment be 

encoded and decoded independently. In such a situation, we 

could choose a bus width n that yields the lowest overhead. In 

particular, the choice of 4 or 6 bit segments is preferable over 

5 or 7 bit segments.  

IX. CONCLUSION 

 In this work, we propose to employ bus encoding to 

eliminate delay within a bus. In this paper present a rigorous 

analysis of the theory behind “Memory- Based CODEC” and 

give the fundamental theoretical limits on the performances of 

CODEC with and without the memory. In this paper, we have 

developed a technique for reduction of maximum bus delay 

caused by cross talk reduction based algorithm in an on- chip 

buses. By using this approach to find the effective cross- talk 

free bus bandwidth m of a bus with physical width n. Here we 

developed memory- based crosstalk free algorithm and 

compare to existing algorithm we get the complexity that is 

roughly O(m).  
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