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Abstract— A class of systems and applications that procure distributed resources to execute the function in the decentralized manner is referred as cloud computing. It enables a wide range of users to access scalable, virtualized hardware, distributed and/or software infrastructure over the Internet. One of the challenging scheduling problems in Cloud datacenters is to take into consideration and migration of reconfigurable virtual machines into consideration as well as the integrated features of hosting physical machines. In order to select the virtual nodes for executing the task, Load balancing is a methodology to distribute workload across multiple computers, or other resources over the network links to achieve optimal resource utilization, minimum data processing time, minimum average response time, and avoid overload. The objective of this paper is to propose efficient and enhanced scheduling algorithm that can maintain the load balancing and provides better improved strategies through efficient job scheduling and modified resource allocation techniques. Load balancing ensures that all the processors in the system as well as in the network does approximately the equal amount of work at any instant of time. The results discussed in this paper, based on existing Equally Spread Current Execution, Round Robin, Throttled and a new proposed enhanced and efficient scheduling algorithms.

Index Terms— Cloud Computing, Cloud Analyst, Equally Spread Current Execution, Round Robin, Throttled, VM.

I. INTRODUCTION

In 1969, Leonard Kleinrock, one of the chief scientists of the original Advanced Research Projects Agency Network (ARPANET) which seeded the Internet, said: “As of now, computer networks are still in their infancy, but as they grow up and become sophisticated, I will probably see the spread of "computer utilities" which, like present electric and telephone utilities, will service individual homes and offices across the country[14][15].” Cloud computing is emerging as a new paradigm of large scale distributed computing. It has moved computing and data away from desktop and portable PCs, into large data centers[11]. It has the capability to harness the power of Internet and wide area network (WAN) to use resources that are available remotely, thereby providing cost effective solution to most of the real life requirements[3][10].

Today, there are more than a hundred million computing devices connected to the Internet and many of them are using cloud computing services daily. According to the IDC’s anticipation, the SaaS (Software As A Service) market reached $13.1 billion in revenue at 2009 will grow to $40.5 billion by 2014 at a compound annual growth rate(CAGR) of 25.3%[4][9][17]. These networked devices submit their requests to a service provider and receive the results back in a timely manner without the involvement of the service complexity related to information storage and process, interoperating protocols, service composition, communications and distributed computation, which are all relied on the network and the backend servers to offer desirable performance. Thus, applications associated with network integration have gradually attracted considerable attention. In a cloud computing environment, users can access the operational capability faster with internet application [13], and the computer systems have the high stability to handle the service requests from many users in the environment. However, the internet infrastructure is continuous grow that many application services can be provided in the Internet.

Cloud Computing thus involving distributed technologies to satisfy a variety of applications and user needs. Sharing resources, software, information via internet are the main functions of cloud computing with an objective to reduced capital and operational cost, better performance in terms of response time and data processing time, maintain the system stability and to accommodate future modification in the system. So there are various technical challenges that needs to be addressed like Virtual machine migration, server consolidation, fault tolerance, high availability and scalability but central issue is the load balancing, it is the mechanism of distributing the load among various nodes of a distributed system to improve both resource utilization and job response time while also avoiding a situation where some of the nodes are heavily loaded while other nodes are idle or doing very little work. It also ensures that all the processor in the system or every node in the network does approximately the equal amount of work at any instant of time[1][2].

Load Balancing is done with the help of load balancers where each incoming request is redirected and is transparent to client who makes the request. Based on predetermined parameters, such as availability or current load, the load balancer uses various scheduling algorithm to determine which server should handle and forwards the request to the selected server. To make the final determination, the load balancer retrieves information about the candidate server’s health and current workload in order to verify its ability to respond to that request. Load balancing solutions can be divided into software-based load balancers and hardware-based load balancers. Hardware-based load balancers are specialized boxes that include Application Specific Integrated Circuits (ASICs) customized for a specific use. They have the ability to handle the high speed network traffic where as Software-based load balancers run on standard operating systems and standard hardware components.
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II. PROBLEM FORMULATION

The primary purpose of the cloud system is that its client can utilize the resources to have economic benefits. A resource allocation management process is required to avoid underutilization or overutilization of the resources which may affect the services of the cloud. Some of the jobs may be rejected due to the overcrowding for the virtual machines by the current jobs in the cloud system. Resource allocation and Efficient scheduling is a precarious characteristic of cloud computing based on which the performance of the system is evaluated. The examined characteristics have an impact on cost optimization, which can be obtained by improved overall response time and data processing time with the help of enhanced and efficient algorithm.

Hence we have proposed an algorithm in which live migration of load is done in virtual machine to avoid the underutilization and hence improving the and data transfer cost.

III. EXISTING LOAD BALANCING ALGORITHMS FOR CLOUD COMPUTING

Distribute workload of multiple network links to achieve maximum throughput, minimize response time and to avoid overloading. We use three algorithms to distribute the load. And check the performance time and cost.

A. Round Robin Algorithm (RR):

It is the simplest algorithm that uses the concept of time quantum or slices. Here the time is divided into multiple slices and each node is given a particular time quantum or time interval and in this quantum the node will perform its operations. The resources of the service provider are provided to the client on the basis of this time quantum. In Round Robin Scheduling the time quantum play a very important role for scheduling, because if time quantum is very large then Round Robin Scheduling Algorithm is same as the FCFS Scheduling. If the time quantum is extremely too small then Round Robin Scheduling is called as Processor Sharing Algorithm and number of context switches is very high. It selects the load on random basis and leads to the situation where some nodes are heavily loaded and some are lightly loaded. Though the algorithm is very simple but there is an additional load on the scheduler to decide the size of quantum[5] and it has longer average waiting time, higher context switches, higher turnaround time and low throughput.

B. Equally Spread Current Execution Algorithm (ESCE):

In spread spectrum technique load balancer makes effort to preserve equal load to all the virtual machines connected with the data centre. Load balancer maintains an index table of Virtual machines as well as number of requests currently assigned to the Virtual Machine (VM). If the request comes from the data centre to allocate the new VM, it scans the index table for least loaded VM. In case there are more than one VM is found than first identified VM is selected for handling the request of the client/node, the load balancer also returns the VM id to the data centre controller. The data centre communicates the request to the VM identified by that id. The data centre revises the index table by increasing the allocation count of identified VM. When VM completes the assigned task, a request is communicated to data centre which is further notified by the load balancer. The load balancer again revises the index table by decreasing the allocation count for identified VM by one but there is an additional computation overhead to scan the queue again and again.

C. Throttled Load Balancing Algorithm (TLB):

In this algorithm the load balancer maintains an index table of virtual machines as well as their states (Available or Busy). The client/server first makes a request to data centre to find a suitable virtual machine (VM) to perform the recommended job. The data centre queries the load balancer for allocation of the VM. The load balancer scans the index table from top until the first available VM is found or the index table is scanned fully. If the VM is found, the load data centre. The data centre communicates the request to the VM identified by the id. Further, the data centre acknowledges the load balancer of the new allocation and the data centre revises the index table accordingly. While processing the request of client, if appropriate VM is not found, the load balancer returns -1 to the data centre. The data centre queues the request with it. When the VM completes the allocated task, a request is acknowledged to data centre, which is further apprised to load balancer to de-allocate the same VM whose id is already communicated.

The total execution time is estimated in three phases. In the first phase the formation of the virtual machines and they will be idle waiting for the scheduler to schedule the jobs in the queue, once jobs are allocated, the virtual machines in the cloud will start processing, which is the second phase, and finally in the third phase the cleanup or the destruction of the virtual machines. The throughput of the computing model can be estimated as the total number of jobs executed within a time span without considering the virtual machine formation time and destruction time. The proposed algorithm will improve the performance by providing the resources on demand, resulting in increased number of job executions and thus reducing the rejection in the number of jobs submitted.

IV. PROPOSED WORK

A. Efficient and Enhanced Algorithm (EEA):

Algorithm:

Step1. Initially VM index table will be 0 as all the VMs are in available state.

Step2. DataCenterController receives a new request.

Step3. DataCenterController queries new LoadBalancer for next allocation.
Step 4. DataCenterController parses the VM list to get next available VM:

If found:
   LoadBalancer returns the VM id to DataCenterController
   Step 2 continues
If not found:
   Using round robin fashion VM index is reinitialised to 0 and in increment manner VMs are checked to find VM in available state

Step 5. When the VM finishes the processing the request, and the DataCenterController recieves the cloulet response, it notices the load balancer of the VM de-allocation

Step 6. The Load Balancer updates the status of VM in allocation table to available.

Step 7. Continue from Step 2

The purpose of the algorithm is to find the expected Response Time of each Virtual Machine, which is calculated as:

\[ \text{Response Time} = \text{Fint} - \text{Arrt} + \text{TDelay} \] (1)

Where, \( \text{Arrt} \) is the arrival time of user request and \( \text{Fint} \) is the finish time of user request and the transmission delay can be determined using the following formulas

\[ \text{TDelay} = \text{Tlatency} + \text{Ttransfer} \]  
\[ \text{TTransfer} = \frac{D}{Bwperuser} \] (3)
\[ Bwperuser = \frac{Bwtotal}{Nr} \] (4)

Where, \( \text{Bwtotal} \) is the total available bandwidth and \( \text{Nr} \) is the number of user requests currently in transmission. The Internet Characteristics also keeps track of the number of user requests in between two regions for the value of \( \text{Nr} \).

V. SIMULATION AND RESULT ANALYSIS

The Simulation and Result Analysis will be done by using the cloud analyst tool

A. Cloud Analyst [6]/[7]:

The Cloud Analyst is a GUI based tool which is developed on CloudSim architecture. CloudSim[11]/[16] is a toolkit used for modeling, experimentation and simulation. The deployment of large scale applications is quite economical and easy by using clouds. The cloud also generates the new issues for developers. The various users access the internet applications around the world, and because popularity of applications may vary along the world, so experience in the use of application can also vary.

In order to analyze various load balancing policies configuration of the various components of the cloud analyst tool need to be set. We have set the parameters for the user base configuration, application deployment configuration, and data center configuration as shown in figure 6, figure 7 and figure 8 respectively. As shown in figure the location of user bases has been defined in six different regions of the world. We have taken three data center to handle the request of these users. One data center is located in region 0, second in 1, third in 2. On DC1, DC2 and DC3 number of VM allocated are 50. The duration of simulation is 60hrs.

Cloud analyst enables the modeler to execute the simulation repeatedly with the modifications to the parameters quickly and easily. The graphical output of the simulation results can be analyzed more easily and efficiently.
Figure 5. Output Screen of Cloud Analyst.

Figure 6. User Hourly Response Times

Figure 7. Data Processing Times

Figure 8. Data Centre Loading Times.

B. Response Time:
Response time for each user base and overall response time calculated by the cloud analyst for each loading policy has been shown in the figure 9, 10, 11, and 12 respectively.

Figure 9. Response Time For RR with 6 Userbases

Figure 10. Response Time For ESCE with 6 Userbases

Figure 11. Response Time For TLB with 6 Userbases

Figure 12. Response Time For EEA with 6 Userbases
C. Data Center Request Servicing Time:
Data Center Request Servicing Time for each data center calculated by the cloud analyst for each loading policy has been shown in the figure 13, 14 and 15 respectively.

![Data Center Request Servicing Time For RR](image13)

**Figure 13. Data Center Request Servicing Time For RR**

![Data Center Request Servicing Time For ESCE](image14)

**Figure 14. Data Center Request Servicing Time For ESCE**

![Data Center Request Servicing Time For TLB](image15)

**Figure 15. Data Center Request Servicing Time For TLB**

D. Processing Cost:
The processing cost for each load balancing policy computed by the cloud analyst as can be seen from the figures 17,18,19 and 20.

![Processing Cost of RR](image17)

**Figure 17. Processing Cost of RR**

![Processing Cost of ESCE](image18)

**Figure 18. Processing Cost of ESCE**

![Processing Cost of TLB](image19)

**Figure 19. Processing Cost of TLB**

![Processing Cost of EEA](image20)

**Figure 20. Processing Cost of EEA**

The above shown figures and graphs clearly indicates that the parameters : response time, data processing time and processing cost is almost similar in Round Robin and Equal Spread Current Execution scheduling algorithms whereas these parameters are bit improved in Throttled algorithm, and as per the EEA is concerned these are much improved. Therefore, we can easily identify that EEA is best among all, as live migration of load is done in virtual machine to avoid the underutilization and hence improving the and data transfer cost.

![Analytical Comparison Of Various Algorithm In Cloud Computing](image21)

**Figure 21. Analytical Comparison Of Various Algorithm In Cloud Computing**
VI. CONCLUSION AND FUTURE SCOPE

In this paper, a new enhanced and efficient scheduling algorithm is proposed and then implemented in cloud computing environment using CloudSim toolkit, in java language. By visualizing the cited parameters in graphs and tables we can easily identify that the overall response time and data centre processing time is improved as well as cost is reduced in comparison to the existing scheduling parameters. The future work includes to overcome the problem of deadlocks and server overflow. We can also implement a new service broken policy in the simulator.
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