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Abstract— Cloud Services are becoming a major system for 

constructing distributed systems. Service-oriented architecture 

(SOA) is widely working in electronic business, electronic 

-government, automotive systems, multimedia services, process 

control, finance, and a lot of other domains. Quality-of-Service 

(QoS) is usually employed for describing the non-functional 

characteristics of Cloud services and employed as an important 

differentiating point of different Cloud services. With the 

prevalence of Cloud services on the Internet, Cloud service QoS 

management is becoming more and more important. This paper 

first study a distributed QoS evaluation technique for Cloud 

services. In this technique, users in different geographic locations 

collaborative with each other to evaluate the target Cloud services 

and share their observed Cloud service QoS information. Based 

on this Cloud service evaluation technique, several large-scale 

distributed evaluations are conducted on many real-world Cloud 

services and the detailed evaluation results are released for future 

research. Cloud service evaluation is time and resource 

consuming. Moreover, in some scenarios, Cloud service 

evaluation may not be possible (e.g., the Cloud service invocation 

is charged, too many service candidate, etc.). Therefore, Cloud 

service QoS prediction approaches are becoming more and more 

attractive. In order to prediction the Cloud service QoS as 

accurate as possible, this paper studies three prediction methods. 

The first prediction method employs the information of 

neighborhoods for making missing value prediction. The second 

method discusses matrix factorization techniques to enhance the 

prediction accuracy. The third method predicts the ranking of the 

target Cloud services instead of QoS values. The predicted Cloud 

service QoS values can be employed to build fault-tolerant 

service-oriented systems. In the area of service computing, the cost 

for developing multiple redundant components is greatly reduced, 

since the functionally equivalent Cloud services are provided by 

different organizations and are accessible via Internet. Hence, 

based on the predicted QoS values, this paper study two methods 

for building fault tolerance Cloud services. Firstly, this paper 

studies an adaptive fault tolerance strategy for Cloud services. 

Then, this paper presents an optimal fault tolerance strategy 

selection technique for Cloud services.  

 

Index Terms—QoS, Evaluation, Prediction, Active User, 

Ranking.  

I. INTRODUCTION 

Cloud services are self-contained and self-describing 

computational Cloud components designed to support 

User-to-Service interaction by programmatic Cloud method 

calls [10]. Cloud services are becoming a major technique for 

building loosely-coupled distributed systems. Examples of 

service-oriented systems span a variety of diversified 

application domains, such as e-commerce, automotive 

systems [9], multimedia services [8], etc.  
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As shown in Fig.1, in the service-oriented environment, 

complex distributed systems are dynamically composed by 

discovering and integrating distributed Cloud services, which 

are provided by different organizations. The distributed 

Cloud services are usually employed by more than one 

service users (i.e., the service-oriented systems). The 

performance of the service oriented systems is highly relying 

on the performance of the employed Cloud services. 

Quality-of-Service (QoS) is usually engaged for describing 

the non-functional characteristics of Cloud services. QoS 

management of Cloud services refers to the activities in QoS 

specification, evaluation, prediction, aggregation, and control 

of resources to meet end-to-end user and application 

requirements. With the prevalence of Cloud services on the 

Internet, investigating Cloud service QoS is becoming more 

difficult and in recent years, a number of QoS-aware 

approaches have been comprehensively studied for Cloud 

services. However, there is still a lack of real-world Cloud 

service QoS datasets for validating new QoS-driven 

techniques and models. Without convincing and sufficient 

real-world Cloud service QoS datasets, characteristics of 

real-world Cloud service QoS cannot be fully mined and the 

performance of various recently developed QoS-based 

approaches cannot be justified. To collect sufficient Cloud 

service QoS data, evaluations from different geographic 

locations under various network conditions are usually 

required. However, it is not an easy task to conduct 

large-scale distributed Cloud service evaluations in reality. 

Effective and efficient Cloud service distributed evaluation 

mechanism is consequently required. The Cloud service 

evaluation approaches attempt to obtain the Cloud service 

QoS values by monitoring the target Cloud service. However, 

in some scenarios, a comprehensive Cloud service evaluation 

may not be possible (e.g., when the Cloud service invocation 

is charged; there are too many service candidates, etc.). 

Therefore, Cloud service QoS prediction approaches, which 

require no additional real-world Cloud service invocations, 

are becoming more and more attractive. Cloud service QoS 

prediction aims at making personalized QoS value prediction 

for the service users by employing the partially available 

information (e.g., QoS information of other users, 

characteristics of the current user, historical QoS 

performance of the target Cloud services, etc.). To predict the 

Cloud service QoS values as accurate as possible, 

comprehensive investigations on the prediction approaches 

are needed. Employing the evaluated/predicted Cloud service 

QoS values, QoS-aware fault-tolerant service-oriented 

systems can be built using redundant Cloud services in the 

Internet. Due to the cost of developing redundant 

components, traditional software fault tolerance is usually 

employed only for critical systems. In the area of 

service-oriented computing, however, the cost for developing 

multiple redundant components is greatly reduced, since the 

functionally equivalent Cloud services are provided by 

different organizations and are 

accessible via Internet.  
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These Cloud services can be employed as alternative 

components for building fault-tolerant service-oriented 

systems. Although a number of fault tolerance strategies [22] 

have been developed for Cloud services, the highly dynamic 

Internet environment requires smarter and more adaptive 

fault tolerance strategies. Dynamic selection and 

reconfiguration of the optimal fault tolerance strategy 

becomes a necessity in service computing. Based on the 

above analysis, in order to improve QoS management of 

Cloud services, this paper need to provide efficient Cloud 

service QoS evaluation mechanisms, accurate Cloud service 

QoS prediction approaches, and robust QoS-aware fault 

tolerance strategies for Cloud services. This paper studies six 

approaches to attack these challenging research problems. 

 

Fig.1. Example of Service Oriented System 

II. QOS EVALUATION OF CLOUD SERVICES 

In the field of service computing [16], Cloud service QoS 

have been discussed in a number of research investigations 

for presenting the non-functional characteristics of the Cloud 

services [16]. Cardellini et al. [15] employ five generic QoS 

properties (i.e. execution price, execution duration, 

reliability, availability, and reputation) for dynamic Cloud 

service composition. Ardagna et al. [4] use five QoS 

properties (i.e., execution time, availability, price, reputation, 

and data quality) when making adaptive service composition 

in flexible processes. Alrifai et al. [2] study an efficient 

service composition approach by considering both generic 

QoS properties and domain-specific QoS properties. QoS 

measurement of Cloud services has been used in the Service 

Level Agreement (SLA) [17], such as IBMs WSLA 

technique and the work from HP [7]. In SLA, the QoS data 

are mainly for the service providers to maintain a certain 

level of service to their clients and the QoS data are not 

available to others. This paper mainly focus on encouraging 

the service users to share their individually-obtained QoS 

data of the Cloud services, making efficient and effective 

Cloud service evaluation and selection. 

A. System Architecture 

Since the service providers may not deliver the QoS they 

declared and some QoS properties (e.g., response-time and 

failure probability) are highly related to the locations and 

network conditions of service users, Cloud service evaluation 

can be performed at the client-side to obtain more accurate 

QoS performance [7]. However, several challenges have to 

be solved when conducting Cloud service evaluation at the 

client-side: (1) It is difficult for the service users to make 

professional evaluation on the Cloud services themselves, 

since the service users are usually not experts on the Cloud 

service evaluation, which includes WSDL file analysis, test 

case generation, evaluation mechanism implementation, test 

result interpretation and so on; (2) It is time-consuming and 

resource-consuming for the service users to conduct a 

long-duration evaluation on many Cloud service candidates 

themselves; and (3) The common time-to-market constraints 

limit an in-depth and accurate evaluation of the target Cloud 

services. To address these challenges, this paper studies a 

distributed evaluation technique for Cloud services, together 

with its prototyping system [12], as shown in Fig. 2. This 

technique employs the concept of user-collaboration, which 

has contributed to the recent success of Bit Torrent [10] and 

Wikipedia (www.wikipedia.org). In this technique, users in 

different geographic locations share their observed QoS 

performance of Cloud services by contributing them to a 

centralized server. Historical evaluation results saved in a 

data center are available for other service users. In this way, 

QoS performance of Cloud services becomes easy to be 

obtained for the service users. As shown in Fig. 3, the 

developed distributed evaluation technique includes a 

centralized server with a number of distributed clients. The 

overall procedures can be explained as follows. 

 

 

Fig. 2. Distribute Evaluation Technique  

III. QOS PREDICTION OF CLOUD SERVICES 

Collaborative filtering methods are widely adopted in 

recommender systems [12]. There types of collaborative 

filtering approaches are widely studied: neighborhood-based 

(memory based), model-based, and ranking-based. The most 

analyzed examples of memory-based collaborative filtering 

include user-based approaches [20], item-based approaches, 

and their fusion [18]. User-based approaches predict the 

ratings of active users based on the ratings of their similar 

users, and item-based approaches predict the ratings of active 

users based on the computed information of items similar to 

those chosen by the active users. User-based and item-based 

approaches often use the PCC algorithm [15] and the VSS 

algorithm [11] as the similarity computation methods. 

PCC-based collaborative filtering generally can achieve 

higher performance than VSS, since it considers the 

differences in the user rating style.  
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Wang et al. combined user-based and item-based 

collaborative filtering approaches for movie 

recommendation. In the model-based collaborative filtering 

approaches, training datasets are used to train a predefined 

model. Examples of model-based approaches include the 

clustering model  , aspect models [18] and the latent factor 

model [14]. Kohrs Part 2. Background Review 14 and 

Merialdo [14] present an algorithm for collaborative filtering 

based on hierarchical clustering, which tries to balance 

robustness and accuracy of predictions, especially when few 

data are available. Hofmann [17] study s an algorithm based 

on a generalization of probabilistic latent semantic analysis to 

continuous valued response variables. Recently, several 

matrix factorization methods [19] have been developed for 

collaborative filtering. These methods focus on fitting the 

user-item matrix with low-rank approximations, which is 

engaged to make further predictions. The premise behind a 

low-dimensional factor model is that there is only a small 

number of factors influencing the values in the user-item 

matrix, and that a user’s factor vector is determined by how 

each factor applies to that user. The neighborhood-based 

methods utilize the values of similar users or items (local 

information) for making value prediction, while model-based 

methods, like matrix factorization models, employ all the 

value information of the matrix (global information) for 

making value prediction. The neighborhood-based and 

model-based collaborative filtering approaches usually try to 

predict the missing values in the user-item matrix as 

accurately as possible. However, in the ranking-oriented 

scenarios, accurate missing value prediction may not lead to 

accuracy ranking. Therefore, ranking-oriented collaborative 

filtering approaches are becoming more and more attractive. 

Liu et al.  study a ranking-oriented collaborative filtering 

approach to rank movies. Yang et al. [10] study another 

ranking-oriented approach for ranking books in digital 

libraries. There is limited work in the literature employing 

collaborative filtering methods for Cloud service QoS value 

prediction. One of the most important reasons that obstruct 

the research is that there is no large-scale real-world Cloud 

service QoS datasets available for studying the prediction 

accuracy. Without convincing and sufficient real-world 

Cloud service QoS data, the characteristics of Cloud service 

QoS information cannot be fully mined and the performance 

of the developed algorithms cannot be justified. A few 

approaches [18] mention the idea of applying 

neighborhood-based collaborative filtering methods for 

Cloud service QoS value prediction. However, these 

approaches simply employ a movie rating dataset, i.e., Movie 

Lens [5], for experimental studies, which is not convincing 

enough. Shao et al. [16] study a user-based PCC method for 

the Cloud service QoS value prediction. However, only 20 

Cloud services are studied in this paper. This paper studies 

various approaches to address the problem of Cloud service 

QoS prediction, including neighborhood-based [11], 

model-based [11], and ranking based approaches [19]. 

IV. FAULT TOLERANT CLOUD SERVICE 

Software fault tolerance is widely employed for building 

reliable stand-alone systems as well as distributed system 

[13]. The major software fault tolerance techniques includes 

recovery block [17], N-Version Programming (NVP) [6], N 

self-checking programming [4], distributed recovery block 

[13], and so on. In the area of service-oriented computing, the 

cost of developing redundant components are greatly 

reduced, since the functionally equivalent Cloud services can 

be employed for building diversity-based fault-tolerant 

service-oriented systems [15]. A number of service fault 

tolerance strategies have been developed in the recent 

literature [13]. The major fault tolerance strategies for Cloud 

services can be divided into passive strategies and active 

strategies. Passive strategies have been discussed in 

FT-SOAP [12], FT-CORBA [18], and in work. Active 

strategies have been investigated in FT Cloud, The ma, 

WS-Replication, SWS, and Perpetual. Work employs a 

rigorous development process to build reliable connector, 

which is a critical component. The connector is implemented 

as a Cloud service using the original WSDL description of 

the Cloud service replicas. Within the connector, lots of fault 

tolerance strategies can be implemented (e.g., active or 

passive replication strategies). FT Cloud study is a WS 

Dispatcher to make parallel Cloud service invocations and to 

return the final result to the users. Work study s a survivable 

Cloud Service technique named SWS. In SWS, each Cloud 

services are replicated and deployed onto a set of nodes to 

form a Cloud service group. All the replicas are invoked to 

process the same user request independently. Value faults can 

thus be tolerated by majority voting. Moreover, SWS 

supports continuous operation in the presence of Byzantine 

faults. Ye et al.  study a middleware, PWSS, to support client 

transparent active replication strategy. When a client sends a 

request r, r is first sent to a PWSS. The PWSS then multicasts 

r to all the other PWSSs. After agreeing a total order on 

threads execution, all the replicas process the client’s request 

and return the response a PWSS which first receive the client. 

This PWSS then return a result to the client’s invocation after 

running a voting strategy on all the responses it received. 

Thema is a Byzantine Fault Tolerant (BFT) middleware for 

Cloud services which supports three-tiered application 

model. 3f +1 Cloud service replicas in the server-side need to 

invoke an external Cloud service for accomplishing their 

executions. Different from these previous works, this paper, 

will study an adaptive fault tolerance strategy for Cloud 

services, and study a QoS-aware selection technique for fault 

tolerant Cloud services.  

V. QOS PREDICTION OF CLOUD SERVICES: 

NEIGHBORHOOD BASED 

With the number increasing of Cloud services, 

Quality-of-Service (QoS) is usually employed for describing 

non-functional characteristics of Cloud services. Among 

different QoS properties of Cloud services, some QoS 

properties are user-dependent and have different values for 

different users (e.g., response time, in- vocation failure 

probability, etc.). Obtaining values of the user dependent 

QoS properties is a challenging task. Real-world Cloud 

service evaluation in the client-side [21] is usually required 

for measuring performance of the user-dependent QoS 

properties of Cloud services. Client-side Cloud service 

evaluation requires real-world Cloud service invocations and 

encounters the following drawbacks: 

•  Firstly, real-world Cloud service invocations impose 

costs for the service users and consume resources of the 

service providers. Some Cloud service invocations may 

even be charged. 

 

 



 

A Study of Different QoS Management Techniques in Cloud Computing 

 

40 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  

Retrieval Number: C1611073313/2013©BEIESP 

• Secondly, there may exist too many Cloud service 

candidates to be evaluated and some suitable Cloud 

services may not be discovered and included in the 

evaluation list by the service users. 

•  Finally, most service users are not experts on Cloud 

service evaluation and the common time-to-market 

constraints limit an in-depth evaluation of the target 

Cloud services. 

However, without sufficient client-side evaluation, accurate 

values of the user-dependent QoS properties cannot be 

obtained. Optimal Cloud service selection and 

recommendation are thus difficult to achieve. To attack this 

critical challenge, this paper study a neighborhood-based 

collaborative filtering approach for making personalized QoS 

value prediction for the service users. Collaborative filtering 

is the method which automatically predicts values of the 

current user by collecting information from other similar 

users or items. Well-known neighborhood-based 

collaborative filtering methods include user-based 

approaches [11] and item-based approaches. Due to their 

great successes in modeling characteristics of users and 

items, collaborative filtering techniques have been widely 

employed in famous commercial systems, such as Amazon1, 

Ebay2, etc. This paper systematically combines the 

user-based approach and item-based approach for predicting 

the QoS values for the current user by employing historical 

Cloud service QoS data from other similar users and similar 

Cloud services. Similar service users are defined as the 

service users who have similar historical QoS experience on 

the same set of commonly-invoked Cloud services with the 

current user. Different from traditional Cloud service 

evaluation approaches, this approach predicts user-dependent 

QoS values of the target Cloud services without requiring 

real-world Cloud service invocations. The Cloud service QoS 

values obtained by this approach can be employed by other 

QoS driven approaches (e.g., Cloud service selection , 

fault-tolerant Cloud service, etc.). 

A. User Collaborative QoS Collection 

To make accurate QoS value prediction of Cloud services 

without real-world Cloud service invocations, this paper need 

to collect past Cloud service QoS information from other 

service users. However, it is difficult to collect Cloud service 

QoS information from different service users due to: (1) 

Cloud services are distributed over the Internet and are hosted 

by different organizations. (2) Service users are usually 

isolated from each other. (3) The current Cloud service 

architecture does not provide any mechanism for the Cloud 

service QoS information sharing. Inspired by the recent 

success of YouTube3 and Wikipedia (4) this paper studies the 

concept of user-collaboration for the Cloud service QoS 

information sharing between service users. The idea is that, 

instead of contributing videos (YouTube) or knowledge 

(Wikipedia), the service users are encouraged to contribute 

their individually observed past Cloud service QoS data. Fig. 

3 shows the procedures of this user-collaborative QoS data 

collection mechanism, which are introduced as follows: 1. A 

service user contributes past Cloud service QoS data to a 

centralized server Web service recorder. In the following of 

this 

 

Fig.3. Procedure of QoS Prediction 

Web service recorder selects similar users from the training 

users for the active user. Training users represent the service 

users whose QoS values are stored in the Web service 

recorder server and employed for making value predictions 

for the active users. 3. Web service recorder predicts QoS 

values of Cloud services for the active user. 4. Web service 

recorder makes Cloud service recommendation based on the 

predicted QoS values of different Cloud services. 5. The 

service user receives the predicted QoS values as well as the 

recommendation results, which can be employed to assist 

decision making (e.g., service selection, composite service 

performance prediction, etc.). 

VI. QOS PREDICTION OF CLOUD SERVICES: 

MODEL BASED 

The neighborhood-based QoS prediction approach has 

several drawbacks, including (1) the computation complexity 

is too high, and (2) it is not easy to find similar users/items 

when the user-item matrix is very sparse. To address these 

drawbacks, this paper study a neighborhood-integrated 

matrix factorization (NIMF) approach for Cloud service QoS 

value prediction in this part. The idea is that client-side Cloud 

service QoS values of a service user can be predicted by 

taking advantage of the social wisdom of service users, i.e., 

the past Cloud service usage experiences of other service 

users. By the collaboration of different service users, the QoS 

values of a Cloud service can be effectively predicted in this 

approach even the current user did not conduct any 

evaluation on the Cloud service and has no idea on its internal 

design and implementation details. In this part, firstly, this 

paper study a neighborhood-integrated matrix factorization 

(NIMF) approach for personalized Cloud service QoS value 

prediction. This approach explores the social wisdom of 

service users by systematically fusing the neighborhood 

based and the model-based collaborative filtering approaches 

to achieve higher prediction accuracy compared with the 

neighborhood based prediction approach. Secondly, this 

paper studies real-world Cloud service QoS dataset for future 

research. To the best of this knowledge, the scale of this 

released Cloud service QoS dataset is the largest in the field 

of service computing. Based on this dataset, extensive 

experimental investigations can be conducted to study the 

QoS value prediction accuracy of this approach.  
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VII. QOS PREDICTION OF CLOUD SERVICES: 

RANKING BASED 

The neighborhood-based and model-based QoS prediction 

approaches aim at predicting the Cloud service QoS values 

for different service users. These predicting approaches are 

also named rating-based approaches. The predicted QoS 

values can be employed to rank the target Cloud services. In 

some cases (e.g., Cloud service search, Cloud service 

ranking), the users only need the quality ranking of the target 

Cloud services instead of the detailed QoS values. 

Ranking-based QoS prediction approaches aim at predicting 

the quality ranking of the target Cloud services instead of the 

detailed QoS values. The major challenge for making 

QoS-driven Cloud service quality ranking is that the Cloud 

service quality ranking of a user cannot be transferred 

directly to another user, since the user locations are quite 

different. Personalized Cloud service quality ranking is 

therefore required for different service users. The most 

straightforward approach of personalized Cloud service 

ranking is to evaluate all the Cloud services at the user-side 

and rank the Cloud services based on the observed QoS 

performance. However, this approach is impractical in 

reality, since conducting Cloud services evaluation is time 

consuming and resource consuming. Moreover, it is difficult 

for the service users to evaluate all the Cloud services 

themselves, since there may exist a huge number of Cloud 

services in the Internet. 

VIII. CONCLUSIONS 

The paper consists of three parts: the first part studies cloud 

service QoS evaluation, the second part focuses on cloud 

service QoS prediction, and the third part concentrates on 

QoS-aware fault-tolerant cloud services. All of the 

approaches studied in this paper are aiming at improving QoS 

management of cloud services. In the first part, we discussed 

a distributed QoS evaluation mechanism for cloud services. 

In order to speed up cloud service evaluation, the service 

users are encouraged to collaborate with each other and share 

their individually obtained evaluation results. Employing this 

evaluation mechanism, several real-world cloud service 

evaluations are conducted. The obtained cloud service QoS 

values are released as archival research datasets for other 

researchers. In the second part, we studied three QoS 

prediction approaches for cloud services. We first combine 

the user-based and item-based collaborative filtering 

approaches to achieve higher prediction accuracy. After that, 

a neighborhood integrated model based approach is 

discussed. The results show that this model-based approach 

provides higher prediction accuracy than 

neighborhood-based approaches. 
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