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Abstract—The issue of mobility is considered among the foremost of concerns for visually impaired individuals. This work develops a Navigation Assistant that aids the visually impaired with mobility in a known environment such as a household, by combining the principles behind Scale-Invariant Feature Transform (SIFT) and Content-Based Image Retrieval (CBIR). Furthermore, this work proposes and tests several techniques such as Color Segmentation, Difference of Images, and Contrast Manipulation to improve the Navigation Assistant. Using a video stream that was obtained from a small camera that the user carries, key objects in the household were identified using the software developed. The Navigation Assistant created using the enhancements was markedly improved in both accuracy and speed from the control Assistant, and is therefore applicable to real-life usage by visually impaired individuals.
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I. INTRODUCTION

A. Background

In the United States alone, visual impairments, including blindness, affects 6.6 million individuals and costs the federal government 5.5 billion dollars annually [1, 2]. Almost 50% of the blind people feel, to some degree, cut off from their social environment. Yet, help is often seriously lacking: a study from the United Kingdom found that “in the year after registration, less than a quarter (23%) of people who lost their sight say they were offered mobility training to help them get around independently” [3].

In particular, the issue of mobility is often the most pressing to blind people. Mobility is so relevant to blind individuals because it can have applications as varied as locating an object in one’s home to navigating around a crowded city. Currently, the most common aids to mobility are the white cane and the guide dog, both of which are accurate, easy to use, and affordable [4]. Therefore, it is crucial that any technological approach to guiding blind individuals and assisting in mobility must be as affordable, easy to use, and accurate as a guide dog or white cane.

Several technologies have been developed in the last few decades to assist blind people with mobility. However, each has one or more drawbacks related to the three criteria stated, as discussed below.

Surgical approaches to assisting blind individuals with mobility include retinal implants and using videos to directly stimulate the visual cortex of the brain. However, such technology, in its current state, produces pixelated vision, and is highly invasive [6]. Additionally, surgical procedures are often expensive, costing thousands of dollars [7].

Other approaches include the usage of Global Position System (GPS) technology and Radio-Frequency Identification (RFID) tags, each with its own drawbacks. For instance, GPS technology is only accurate with a radius of ten meters [8]. For a blind person who is trying to find a backpack in a room, a GPS-based system would not prove effective. Although RFID tags can address this issue of low resolution, they have the drawbacks of high cost, low durability, and overload of sensory data, which would hinder rather than assist mobility [9].

Another key method of increasing the mobility of the blind involves processing the surroundings, identifying an image, and converting it into a voice command. This research focuses on applying principles of computer science and image processing to assist the visually impaired (VI) in navigating their environment. In particular, this research features original software combining the principles of content-based image retrieval (CBIR) with scale invariant feature transform (SIFT), a method for detecting key features in an image [5]. The proposed navigation system for the visually impaired comprises of a navigation assistant that identifies the objects in the surroundings and conveys the information to the user by using Text-To-Speech technology [10].

II. NAVIGATION ASSISTANT FOR THE VISUALLY IMPAIRED

The autonomous guidance system developed mainly focuses on effective navigation in a known environment, such as a household. As such, two main features must be emphasized. First, the vision system must be able to detect objects, regardless of size and orientation, in real time. Furthermore, the vision system must be robust in detection regardless of noise, illumination, and contrast of the setting.

The created system uses a real-time video stream, which can be obtained from any device with a camera. In the stream, a frame rate of 30 frames per second was achieved; however, this large amount of data is superfluous in the detection of objects in real-time. Instead, a frame is extracted, analyzed, and used in the system every 0.1 seconds, resulting in 10 frames per second.

The database of tagged images must be generated once in the VI’s house. Thus, a personal aide must enter the tags into the system once by taking pictures of the various objects in order to ensure the validity of the tagged database. After the initial database has been created with minimal efforts from the personal aide, the VI can then use the system. By analyzing the video stream provided by the camera, the system will detect objects within a configurable distance by matching each frame of the video stream against the newly created
The authors propose to use SIFT for the navigation assistant for three main reasons: affordability, ease of use, and accuracy. These three points are essential for a successful navigation system as they provide features lacking in other aforementioned systems. The device specifications for our algorithm are flexible. The only necessary components are a processor and a camera. We were able to create a real-time assistant on an iPhone with an Apple A5 chip set; however, processor specifications are open-ended. As the resolution of photographs is reduced in the system, a high-resolution camera is also unnecessary. The algorithm’s ease of use allows for greater control while keeping the visually impaired user input to a minimum. Furthermore, the real-time nature of the algorithm provides the user with instantaneous contextual feedback. A flowchart depicting the assistance process is shown below (Figure 2).

Path finding systems for the visually impaired are in existence today; however, few capitalize on the ability to detect objects [12]. While path finding remains important, another important augmentation to a visually impaired system is the detection of objects so users may understand their surroundings at a deeper level.

**Figure 1.** An example prototype of the navigation assistant.

Here, the device is shown to be resting on the user’s head while it detects a light bulb. Using Text To-Speech technologies, the device says “Light Bulb” out loud.

**A. Implications of using SIFT for Navigation Assistant**

The authors propose to use SIFT for the navigation assistant for three main reasons: affordability, ease of use, and accuracy. These three points are essential for a successful navigation system as they provide features lacking in other aforementioned systems. The device specifications for our algorithm are flexible. The only necessary components are a processor and a camera. We were able to create a real-time assistant on an iPhone with an Apple A5 chip set; however, processor specifications are open-ended. As the resolution of photographs is reduced in the system, a high-resolution camera is also unnecessary. The algorithm’s ease of use allows for greater control while keeping the visually impaired user input to a minimum. Furthermore, the real-time nature of the algorithm provides the user with instantaneous contextual feedback. A flowchart depicting the assistance process is shown below (Figure 2).

Path finding systems for the visually impaired are in existence today; however, few capitalize on the ability to detect objects [12]. While path finding remains important, another important augmentation to a visually impaired system is the detection of objects so users may understand their surroundings at a deeper level.

**Figure 2.** The assistance process is depicted here. First, an image is retrieved from the video stream. Next, the Difference of Images algorithm removes redundant keypoints and the contrast space algorithm ensures the SIFT system is robust. Afterward, SIFT descriptors are created and the object is separated by colors and then matched. Finally, the name of the object is spoken to the visually impaired user.

As SIFT provides scale-invariant, rotation-invariant, and illumination invariant descriptors, this algorithm provides the basic framework for a robust object detection system; however, it must be improved in terms of speed and accuracy to be fully applicable to the navigation assistant [14]. While SIFT is robust, it is computationally intensive and cannot be run in real-time on a small device such as a mobile phone without several key enhancements. Thus, we have proposed several key improvements so that SIFT can become applicable to the navigation assistant for the visually impaired.

Although the current SIFT algorithm is scale, rotation, and illumination invariant, its accuracy is significantly reduced when matching blurry images [13]. This would be a serious obstacle for the assistant, because sharp and sudden movements from the user could cause blurry frames from a real-time video, which would then lead to misinterpreted objects, as identified keypoints would not be indicative of the original image [11]. In order to make SIFT more robust, the authors propose a technique designed to improve the accuracy of the algorithm on blurry images. Additionally, SIFT can generate hundreds to thousands of keypoints per image, and matching these keypoints between images using a brute force approach is very time consuming. Therefore, in order for SIFT to be applicable to a navigation assistant, keypoint generation and comparison must be sped up, and the accuracy of the system must be increased.

**B. Speed Enhancements**

**1) Analysis and Segmentation of Color Distributions**

The major problem with SIFT that prevents its usage in applications such as navigation is that it takes too much time for computing descriptors and for comparing these features of images [13]. The authors propose a new Color Segmentation technique to speed up the search process, rather than modifying the SIFT descriptors and sacrificing accuracy in the process.

In order to speed up the search process, each image was characterized by a three-character string, with each character representing the three components of color - red, green, and blue, as a number from 1 to 5, inclusive. Each of the letters was determined by the scaled intensity of the average of the colors at the image’s keypoints. For example, all values of red between 0 and 51 would be characterized as 1, and all values between 204 and 255 would be characterized as 5, as displayed in Figure 3, and as calculated by the code snippet in Algorithm 1.

**Figure 3.** Example bin separation of RGB components.
The RGB components for an image are each placed into a bin, represented by an integer from 1 to 5, the number of bins. An image in the database is only compared to the image frame if at least 2 out of 3 of their RGB components fall in the same bins.

<table>
<thead>
<tr>
<th>Algorithm 1 AssignColorToImage (image, imagekeypoints)</th>
</tr>
</thead>
<tbody>
<tr>
<td>red, green, blue = 0</td>
</tr>
<tr>
<td>redRGB = sampleRedComponentsOfKeypoints()</td>
</tr>
<tr>
<td>greenRGB = sampleGreenComponentsOfKeypoints()</td>
</tr>
<tr>
<td>blueRGB = sampleBlueComponentsOfKeypoints()</td>
</tr>
<tr>
<td>for binNum from 1 to numBins do</td>
</tr>
<tr>
<td>if redRGB _ 255_numBins_binNum then</td>
</tr>
<tr>
<td>red = binNum</td>
</tr>
<tr>
<td>if greenRGB _ 255_numBins_binNum then</td>
</tr>
<tr>
<td>green = binNum</td>
</tr>
<tr>
<td>if blueRGB _ 255_numBins_binNum then</td>
</tr>
<tr>
<td>blue = binNum</td>
</tr>
<tr>
<td>return red + green + blue</td>
</tr>
</tbody>
</table>

This method of identifying an image by its color provides an additional way to fingerprint images, and additionally, several images with similar RGB component values can be assigned the same color string. This method of “binning” is useful for pruning the database to only test frames on images with similar colors. Although the issue of varying illumination in pictures might initially seem to reduce the accuracy of Color Segmentation, if the system contains a flashlight attached to the camera device, all photos will be taken with the same illumination by dynamically toggling the light based on environmental luminescence, and colors will be similar.

Additionally, our system takes into account that colors may slightly vary across images by comparing images with similar string representations that have two out of the three-color components matching. Therefore, an image with a color representation of 111 would be compared to an image with a color of 115 or a color of 111, but it would not be compared to an image of color 124, as the image with color components 124 would be sufficiently different from that with color components 111, making this comparison unnecessary. By splitting up the images into separate bins, some objects can be pre-eliminated without having to check the descriptors. Even if all images in the database except one fall into the same bin, the Color Segmentation algorithm will outperform the SIFT algorithm without enhancements. In the worst case scenario where every object in the household is the same color, all the images fall into one bin, and the algorithm takes slightly longer than the SIFT algorithm due to the time taken for calculating colors. However, as this worst case scenario is very unlikely, the SIFT speed enhancements discussed increase computational speed an overwhelming majority of the time.

2) **Difference of Images Algorithm**

A Difference of Images technique is proposed by the authors in order to further reduce computational time and to make SIFT more suitable for real-time usage. Due to the number of frames analyzed per second, superfluous data such as the environment external to an object and previously detected objects are captured for most subsequent frames. As a result, images can be contrasted against a previously taken image in order to remove redundant keypoints. Effectively, the improved SIFT algorithm has a “memory” for previously detected objects and excludes the environment from keypoint comparison, thus greatly reducing the number of keypoints that need to be compared, and consequently cutting computational time (Figure 4).

**Figure 4.** The flow for the Difference of Images algorithm. First, the image is retrieved; next it is subtracted from the previous image. Then, the coordinate of the previous image’s keypoints are identified and those coordinates are blacked out in the new image.

The algorithm focuses on identifying new objects by removing re-occurring, irrelevant objects and backgrounds. The removal of re-occurring objects and backgrounds is done by first subtracting a frame from the previous frame by simply subtracting each pixel intensity by its counter-part in the other image, which was taken 0.1 seconds beforehand (Figure 6). During those 0.1 seconds, portions of a new object can be introduced to the system. Every pixel in the two images is subtracted from its counterpart, and the system then removes a window around the coordinates of previously identified objects. Due to this subtraction, objects that have been recognized are blacked out, reducing the number of keypoints that need to be analyzed. Furthermore, the environment is also removed, as it will closely match that of the previous image. Thus, subtracting the images removes the environment and previously identified objects.

**C. Accuracy Enhancements using Contrast Manipulation**

To increase the potency of the system in the event of a blurry image, we applied a more robust contrast system to the SIFT algorithm. This enhancement is especially needed in any environment because blurry images have few keypoints due to the lack of defining features [13]. Varying the contrast
makes the gradients more pronounced, thus increasing the number of unique keypoints in the blurry image. During the training of the original image database, images of varying contrast are artificially created by modifying the individual pixel intensities at each point and then analyzing the images for SIFT descriptors (1).

\[ g(i,j) = \alpha \cdot f(i,j) \]  

(1)

As a result, varying keypoints to account for the potential illuminations are introduced to the database. As later shown in section 4.2, doubling the size of our system does not affect the computational runtime as many of these new keypoints are excluded by our Difference of Images technique and Color Segmentation algorithm. Furthermore, by artificially creating contrast images and calculating unique features by the SIFT algorithm for each of these contrast images, the original image is represented much more thoroughly than before. In summary, the speed and accuracy enhancements make the assistant feasible for real-time object detection and lead to a higher rate of correct object identification. Specifically, Color Segmentation and our Difference of Images algorithm allow the system to be used in real time while the Contrast Manipulation technique increases the accuracy of the system.

III. DATA ANALYSIS AND RESULTS

A. Basic Navigation Assistant

The runtime and accuracy of the assistant were tested on 45 pictures of randomly selected objects that were found in a household, for both the assistant that contained enhancements and the version without enhancements. Both versions were tested on an iPhone with an Apple A5 chipset, a Dual-Core 1 GHz ARM Cortex-A9 processor, and an 8-megapixel camera. On average, the assistant without enhancements took 3.427 seconds to identify an object and had an accuracy rate of 45.555% (Figure 6). The runtimes of these objects ranged from 6.392 seconds to 1.230 seconds, depending on the number of keypoints of that object. For objects like the plate, which had few decorations, the runtime was low because fewer keypoints were found. On the other hand, family picture number three was a collage of detailed pictures, making it saturated with keypoints. After completing the search, if the assistant could not find a matching object, it informed us that nothing was found.

Out of the 45 objects, only 14 were found when testing the assistant without enhancements. Overall, the assistant was only 45.555% accurate and took an average of 3.427 seconds per image.

B. Navigation Assistant with Enhancements

Both the accuracy and runtime improved significantly for the assistant with enhancements due to Color Segmentation, Contrast Manipulation, and Difference of Images; the algorithm was 66% more accurate and 47% faster than the basic assistant without enhancements (Figure 7). Additionally, the runtimes for all of the images on the enhanced assistant were lower than their counterparts on the assistant without enhancements. Although increasing accuracy usually compromises computation time, the enhanced assistant improved upon both accuracy and runtime [15].

IV. DISCUSSION

A. Mismatch Analysis

In order to determine the pitfalls of using SIFT without enhancements for a navigation assistant, we analyzed each of the undetected objects in detail. Many of these objects in the basic guidance system did not have enough unique keypoints, so they resulted in incorrect matches, as was the case with the porch light, the third family picture, the outdoor lamp, the outdoor vase, the plate, the fourth family picture, and the alarm. With respect to the decorative duck, the gradients were not distinguished enough, so there were less keypoints, which led to false positives. Finally, the book was simply
undetected because the picture was taken out of focus, and therefore, fewer keypoints were found.

On the other hand, the enhanced guidance assistant was able to detect far more of the objects, including the blurry book, due to the improvements that the authors have proposed. The few objects that the enhanced guidance system did not detect either did not have enough keypoints, or their keypoints mismatched against other objects due to their similarity (Figure 8).

The following table (Table 1) summarizes the different reasons why some of the objects were identified and others were not with the enhancements.

### Table 1. Discussion on why some of the household objects were found/not found with the Assistant with Enhancements.

<table>
<thead>
<tr>
<th>Name</th>
<th># Descriptors</th>
<th>Reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security Alarm</td>
<td>72</td>
<td>The Contrast Manipulation technique allowed the descriptors to be found in the Assistant with enhancements. In the system without enhancements, the descriptors found were similar to the other descriptors found in other objects.</td>
</tr>
<tr>
<td>Box Lid</td>
<td>55</td>
<td>The box lid was not matched in the Assistant with enhancements, as the color was misrepresented due to illumination changes.</td>
</tr>
<tr>
<td>Plate</td>
<td>22</td>
<td>The plate was successfully identified in the Assistant with enhancements but not in the Assistant without enhancements as the number of other keypoints from other objects dramatically decreased due to our Color Segmentation algorithm.</td>
</tr>
<tr>
<td>Family Picture 1</td>
<td>306</td>
<td>Illumination change caused the Family Picture 1 to be misclassified in the Assistant with enhancements.</td>
</tr>
</tbody>
</table>

**Figure 8.** These objects were not found because either they did not have enough keypoints and thus they were indistinguishable from other objects, or that the keypoints were not unique enough (only five shown for brevity).

**B. Comparison against RFID system**

Solutions proposed by some researchers suggest using RFID tags to allow the visually impaired to scan their surrounding world. However, this approach requires large amounts of user input as the user has to scan each object in order for the RFID tags to be effective. As a blind person, scanning these objects will be quite difficult as the three dimensional position of these objects is unknown. On the other hand, the system proposed by the authors significantly reduces the amount of user input required and is easy to use. Furthermore, the RFID system requires modification of the environment, a requisite not needed by the CBIR system proposed by the authors. Thus, the system proposed has a clear advantage over the RFID approach.

**C. Comparison against GPS and Ultrasonic System**

The DRISHTI system proposed by Helal et al. [12] focuses on using GPS and Ultrasonic to identify potential path finding routes. However, the GPS system does not give the user environmental context if an object is moved or rotated. On the other hand, the robustness of our proposed aide is especially applicable and can be used to identify even smaller objects such as notebooks, a task that is not possible with the DRISHTI system. A change of objects within the known environment will break the DRISHTI system and require a re-evaluation of the environment. Therefore, the system proposed by the authors is seen to be much more robust and applicable to many more scenarios than the DRISHTI system.

**V. CONCLUSION**

We have developed an assistant that enables the navigation of a known environment for the visually impaired. Most systems developed to-date do not take into account objects that enter the field of vision for the user [9, 13]. Our assistant emphasizes the increase in environmental context provided to the users. One of the most important findings of this work is the increase in speed proposed for the SIFT algorithm in real-time applications. By using Color Segmentation and the Difference of Images technique, the authors have made SIFT suitable for real-time usage. The control Navigation Assistant, developed without the authors’ enhancements, had an object identification accuracy of 45.55% and an average runtime of 3.427 seconds. The experimental Navigation Assistant, which included the techniques of Color Segmentation, Difference of Images, and Contrast Manipulation created by the authors, had an accuracy of 75.555% and an average runtime of 1.820 seconds. Compared to the RFID, GPS, and Ultrasonic systems, our assistant provides more context while maintaining a real-time computational speed. The navigation assistant implemented is also easily extensible to a much larger system. Such systems can include path finding applications and area geo-location for blind assistance. Our results suggest that our assistant is accurate, efficient, and easy to use.
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