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Abstract - Automatic Speech recognition and conversion of speech to text is a work which has proved its importance for decades. A lot of work has already been done in this contrast. This paper focuses on the Punjabi speech and the conversion of speech to text using advanced system voice recognition pattern. This paper also focuses on the optimization of the EEMD process by combining EEMD process with the Neural Network. Neural Network has been found to be friendly in the contrast of compounding different algorithms to it and it produces significant results. This paper also focuses on the future works to be considered in the same field.

Keywords - ASR, EEMD, Neural Network, Acoustical Models, Neural Identifier, Data Acquisition.

I.INTRODUCTION
Speech Recognition is a process in which the listener understands the words spoken by the speaker. Normal human being is habituated to this process but in the world of modernization, this process is getting adopted by the robotic world which is again a production of the human brain. Speech recognition is also known as automatic speech recognition or computer speech recognition which means understanding voice of the computer and performing any required task or the ability to match a voice against a provided or acquired vocabulary. The task is to getting a computer to understand spoken language [2]. By “understand” we mean to react appropriately and convert the input speech into another medium e.g. text. Speech recognition is therefore sometimes referred to as speech-to-text (STT) [1] [2]. As the state-of-the-art speech recognizers can achieve a very high recognition rate for clean speech, the recognition performance generally degrades drastically under noisy environments. Noise-robust speech recognition has become an important task for speech recognition.

I.1 Automatic Speech Recognition (ASR)
Automatic speech recognition is the process of mapping an acoustic waveform into a text/the set of words which should be equivalent to the information being conveyed by the spoken words. This challenging field of research has a most made it possible to provide a PC which can perform as a stenographer, teach the students in their mother language and read the newspaper of reader’s choice. The advent and development of ASR in the last 6 decades has resolved the issues of the requirements of certain level of literacy, typing skill, some level of proficiency in English, reading the monitor by blind or partially blind people, use of computer by physically challenged people and good hand-eye co-ordination for using mouse.

In addition to this support, ASR application areas are increasing in number day by day. Research in Automatic Speech Recognition has various open issues such as Small/Medium/Large vocabulary, Isolated/Connected/Continuous speech, Speaker Dependent/Independent and Environmental robustness [1]. The below figure represents the general model of the automatic speech recognition and matching process which identifies the category of the speech with two systematic approaches. There are two sections in any automatic speech recognition process:

i. Training
ii. Testing

![Figure1: The general speech recognition process](image)

A training set is must for the algorithm to work properly as the system can’t identify any speech without a proper category in the database. This procedure may also be termed as knowledge discovery [2] [6]. A testing set is a set of voice samples which are to be tested. Every sample of the testing set is matched to the training categories on the basis of which the training models have been defined [4]. The training section may possess the following procedures:

i. Preprocessing
ii. Feature Extraction
iii. Storing data

There are several algorithms for the completion of the training purpose like EEMD, KNN, EMD, EEMD etc [13] [14].

A. EEMD
EEMD stands for Ensemble Empirical mode decomposition. EEMD is a newly developed method aimed at eliminating emotion mode mixing present in the original empirical mode decomposition(EMD)[3]. EEMD which is adaptive and appears to be suitable for non-linear and non-stationary emotional speech signal analysis. It was carried in the time domain to form the basis functions adaptively. The major advantage of EEMD is the basis functions can be directly derived from the emotional speech signal itself. The emotional intrinsic modes are not necessarily sinusoidal functions [5]. Apparently, EEMD is empirical, intuitive, direct, and adaptive. The EEMD decomposes the original emotional signal into a definable set of adaptive basis of...
functions called the emotional intrinsic mode functions (IMF) [6]. In fact, IMF can be both amplitude and frequency modulated [3][5][6].

B. NEURAL NETWORK

A Neural network (NN) is a feed-forward, artificial neural network that has more than one layer of hidden units between its inputs and its outputs. Each hidden unit, j, typically uses the logistic function1 to map its total input from the layer below, $x_j$, to the scalar state, $y_j$, that it sends to the layer above[7].

$$y_j = \text{logistic}(x_j) = \frac{1}{1 + e^{-x_j}} = b_j + \sum y_i w_{ij}$$

where $b_j$ is the bias of unit $j$, $i$ is an index over units in the layer below, and $w_{ij}$ is a weight on a connection to unit $j$ from unit $i$ in the layer below. For multiclass classification, output unit $j$ converts its total input, $x_j$, into a class probability, $p_j$.

Figure 2: The general architecture of the neural network.

II. PUNJABI PHONEMES

The syllable comprises vowel and consonants. The presence of vowel is must in a syllable. The vowel is the nucleus, presence of consonant is optional. Vowel (V) is always the nucleus part and the left part is onset and the right part is coda that is consonant. The seven types of syllables recognized in Punjabi language are as follows:

$V, \text{VC, CV, VCC, CVC, CCVC, CVCC}$

There are thirty eight consonants, ten non-nasals vowels and same number of nasal vowels in Punjabi language. Consonants can appear with vowels only. Following are the list of consonants in Punjabi language:

$\text{N, T, D, B, P, M, G, J, K, H}$

List of Non-Nasal Vowels:

$\text{A, E, I, O, U}$

The number of nasal vowels is same as non-nasal ones and is represented by Bindi or Tippi over the Non-Nasal Vowels.

III. PROPOSED WORK

In our proposed work the output of the EEMD has been stored as a data set which has to be provided as an input to the Neural Network. The second input of the Neural Network becomes the file which has to be uploaded to be tested for its category. Three categories of Punjabi Voice have been taken to be tested. Our research work has mainly following points of problems

i. Training the system using the EEMD algorithm for several voices of Punjabi language

ii. Our problem definition also includes the preprocessing steps like cleaning up the signals and segmentation of the voice signal for better enhancement and recognition

iii. Our problem definition also includes the conversion of speech to text using artificial neural network i.e. custom neural network and EEMD process. The converted speech to punjabi text is the required output.

The simulations have been done in MATLAB 2010 which involves the following steps.

A. Preprocessing of the audio frequency

In this step the noisy spectrum of the audio signal which has been uploaded is rectified and segmented using EEMD algorithm.

B. Feature Extraction of the segmented region

In this step essential features of the audio frequency have been calculated.

C. Classification of Neural Identifier

In this step the extracted features as data acquisition first input array has been provided to the custom Neural Network and the second input is the classified dataset of the categories.

The Neural Network matches the data set accordingly and identifies the best possible category of the uploaded voice sample. The Neural Network generates weight for each input as the custom Neural Network is known for. It also generates the weight for the clustered dataset also (stored as an input data set). Then it defines the difference between each data set’s weight and the weight of the uploaded data file. The minimum difference of the data set stored to the data set has been uploaded results into the category of the file [12].

IV. IMPLEMENTATION

A. Feature Extraction

In the first stage of the ASR system the raw speech data (signal waveforms) are parameterized into sequences of
feature vectors. Since this is a somewhat time consuming task (and since the speech signal files are very large), this feature extraction has been done in advance for the training data set. The feature vector sequences for the training and test data set.

B. Training the Acoustical Models

The parameters of the trained samples are trained using the EEMD-algorithm. The emission pdfs are mixtures of Gaussians (cf. tutorial ‘Mixtures of Gaussian”). The EEMD-algorithm is an iterative algorithm, each iteration is invoked in Data acquisition with a call of the function Herest. To find initial parameters the Data acquisition tool HCompV can be used. It scans the set of training feature files, computes the global mean and variance and sets the parameters of all puffs in a given EEMD to this mean and variance values. The invocation of these two tools is implemented in the Perl program train.pl. Its first argument specifies the base names of the new directories that will be created to save the parameters of the trained EEMDs. The second argument is the training file (use either train1.scp or train2.scp) and the third argument species the number of iterations which are performed to train the EEMDs. For example, if you use the command Perl train.pl ABC train1.scp 2, you will get 3 new directories called ABC EEMD0 (with the initial EEMD parameters), ABC EEMD1 (the EEMD parameters after the first iteration) and ABC EEMD2 (the EEMD parameters after the second and final iteration). In the command line window the commands used by the Perl program to invoke the tools are echoed.

C. Recognizing Test Data and Evaluation of the Recognition Result

The data acquisition tool Hive is a general-purpose Viterbi word recognizer. It matches speech signals against a network of EEMDs and returns a transcription for each speech signal. Results are the Data acquisition performance analysis tool. It reads in a set of label files (typically output from the recognition tool such as Hive) and compares them with the corresponding reference transcription. The Perl script test.pl first calls Hive to perform speech recognition and obtain a transcription of the speech signals. Then it used its first and only argument is the name of the directory where the EEMD specifications are saved. For example, to use the trained models from the last subsection for recognition, type Perl test.pl ABC EEMD2. Again, the commands for calling the data acquisition tool[12].

V. PROPOSED ALGORITHM

1. Initialize voice sample.
2. Initialize i=0; featurecount=0;
3. Initialize data_recognized=0;
4. Draw frequency pattern=true
5. For i=1:no.offrequncy pat
6. Extract features sample(i)
7. Decompose signal.eemd(i)
8. If decomposition.done==true
9. Match.db.pattern(call.neural)
10. Input.weight[1]=wt.sampled(i)
12. If char.recognized==true
13. Data_recognized=data_recognized+1
14. End

VI. METHODOLOGY

Record individual samples speech signals (Punjabi language) in .wav file.
A. Adding White Noise to existing Speech signals.
B. Segmentation of the wav file is done using EEMD and check peaks of segmented parts.
C. Speech Feature Extraction using EEMD algorithm.
D. Extract features of all the wave files used for the training of the system.
E. Creation of the feature vector which consists of features (Properties of the files) like Frequency, Max and Min, Avg Frequency, Spectral Roll off, Jitter, Shimmer. More number of feature extractions will lead to a better matching algorithm formation.
F. The average feature of all the wave files selected would be stored in the MAT file of the system so that it can be used further in the testing part.
G. Neural network would be used at the time of the testing of the category of the user. The neural network would take two inputs:
1. The file to be tested by the user
2. The database of feature vector which has been created using EEMD algorithm
H. The same features would be extracted of the wave file to be uploaded and the neural network would provide the best matching result. The custom neural network is used for the conversion of speech to text.
1. Compute and compare the results with the base paper.

VII RESULTS AND DISCUSSIONS

The results of the proposed work include conversion of speech to text and it comprises of pre-processing, segmentation and feature extraction of the recorded .wav files. The results of the proposed algorithm (BPA Algorithm for Feed Forward Neural Networks) have been presented below.

Figure 4: Original signal.

The plot has been drawn between the time and the amplitude of the signal. The amplitude part of the signal would shift when the noise gets added to it.
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Random noise has been added to the signal. As it is already said that there would be shift in the amplitude of the signal, it would get shifted to an extent. To add noise to the signal, random bits have been taken.

A smooth signal is achieved when we apply some sort of filter to it.

The modified signal would go under the processing of the signal and above the threshold; each value of the signal would be clipped.

The extraction process has been accomplished by using Neural Network and the results have been tested using different samples of one human being.

It is found that the average accuracy of a word lies between 85 to 94 percent.

The accuracy of categories taken in account varies from 88 to 96 percent using the compound algorithm.
VIII. FUTURE SCOPE

The current work opens a lot of future possibilities. The current work involves the combination of EEMD and Custom Neural Network only where as several other methods of Neural like Back Propagation, Bacterial Forging Optimization are present which can be implemented instead of CNN which may produce some more effective results.
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