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    Abstract: Classification is very important in data mining. It is 

nothing but categorization of data for its most effective and 

efficient use. In basic approach to storing data, data can be 

classified according its importance or how often it needs to be 

accessed decision tree is one of the classification technique. 

Decision tree is used to clarify and find solution   to complex 

problem. Structure of decision tree contains multiple possible 

solutions and displays it in a simple, easy to understand format. 

There is different algorithm used for classification. In this paper 

tree is constructed using the geometric structure of data. It 

builds small decision trees and gives better performance. Now we 

will use adaptive boosting method for boosting decision tree so it 

improving the accuracy of decision tree. 

    Index Terms:  GDT, Multiclass classification, Oblique 

decision tree, SVM 

I. INTRODUCTION 

A decision tree is a kind of flowchart -- a graphical 

representation of the process for making a decision or a series 

of decisions. A decision tree is a diagrammatic 

representation of a problem and on it we show all possible 

courses of action that we can take in a particular situation and 

all possible outcomes for each possible course of action. It is 

particularly useful where there are a series of decisions to be 

made and/or several outcomes arising at each stage of the 

decision-making process. For example, we may be deciding 

whether to expand our business or not. The decision may be 

dependent on more than one uncertain variable. Decision 

trees are easy to use once you understand that. For example, 

this simple decision tree: 

 
Fig. 1 A Tree Showing Survival of Passengers on 

the Titanic ("Sibsp" is the Number of Spouses or Siblings 

Aboard). The figures Under the Leaves Show the 

Probability of Survival and the Percentage of 

Observations in the Leaf 
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Decision trees are so likeable because they are easily 

understood, as they can be graphically presented as trees as 

well as in the form of rules, they are powerful and popular 

tools for classification and prediction. Decision trees are 

constructed in top down manner. The nodes of a tree 

represent problem; solution to one question determines 

which question will be asked next. The process starts in the 

root node, where a record is tested and the result of the test 

determines lower node where the process will proceed. It is 

an iterative process that is repeated until the record reaches a 

leaf, which represents one class of the data. Every node in the 

tree represents a test of some case attribute, and a path that 

leads from root to the leaf represents a rule that was used for 

classification, that is, every branch that is derived from that 

node represents a possible value of that attribute. A binary 

tree is the one that, for instance, answers the question with 

„yes“ or „no“, so that every leaf has two child“ nodes, and the 

answer determines which way the data will go to the next 

level. If the data has m attributes, the maximum height of a 

tree will be m. Figure 2 represents a binary tree. Algorithms 

that are used for building decision trees start with a search for 

the test which does the best job in splitting the data between 

the categories. On every other level of a tree, subsets that are 

created in the previous step are being split by a test that does 

the best job for them. Some rules are better than the others so 

we are able to estimate the percentage of the cases classified 

incorrectly. Also, some leaves have very limited records 

while others have a lot. We can measure effectiveness of a 

tree as a whole with its application to new data and by 

viewing the percentage of the data that is correctly classified. 

In every node, we can measure: a number of records that 

enter the node, the way that these records will be classified if 

that was the leaf node, the percentage of records that are 

correctly classified in that node 

Fig. 2 Structure of Decision Tree 

Decision tree cab be broadly categorized into two types i.e. 

axis parallel and oblique decision tree. Axis parallel decision 

trees that consider only a single attribute at a time make splits 

parallel to the axis in the feature space of the dataset and  
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oblique decision trees split the feature space by considering 

combinations of the attribute values, be them linear or 

otherwise .Oblique decision trees have the prospective to 

outperform regular decision trees because with a smaller 

Number of splits an oblique hyper plane can achieve better 

separation of the instances of data that belong to different 

classes. We proposed use an Adaptive Boosting method for 

boosting decision tree which will create multiple small 

geometric decision trees in the view of improving the 

performance of prediction in terms of accuracy, confusion 

matrix, precision and recall. The proposed modification to 

geometric decision tree is applied on standard data set from 

UCI repository. The rest of the paper is organized as follows. 

In Section II, we present the proposed algorithm. 

Mathematical Model Presented in Section III Experimental 

studies presented in Section Iv, Section V presents 

conclusions and Future Work. 

II. PRPOSED SYSTEM 

Proposed method can be applied for two class and multiclass 

problem. We start with the given training data and decide on 

the “best” hyper plane, which is attributed to the origin of the 

tree. Then, we partition the training examples into two sets 

that go to the left child and the right child of the root node 

using this hyper plane. Then, at each of the two child nodes, 

we repeat the same process (using the appropriate subset of 

the training data). The recursion terminates when the set of 

training examples that come to a node is pure, that is, all 

these training patterns are of the same class or the depth of 

the tree is at a maximum set value. Then, we make it a leaf 

node and assign that class to the leaf node based on 

distribution of records in terms of class values. 

1. Start with data with last column as classes 

2. Divide data in two parts as training (~70%) and 

testing (~30%) randomly 

a. Build decision tree with training data and 

test it using test data 

3.  Identify records for one class (or major class) as form 

matrix A 

4. Create matrix B with another class records (or other 

than major class) 

5. Calculate hyper planes w1 and w2 using matrix A 

and B respectively 

6. Calculate angle bisectors as w3 and w4 using w1 and 

w2 

7. Calculate Gini index for the data separated by angle 

bisectors w3 and w4 

8. Identify best angle bisector whose Gini index is less  

9. Split the data using best angle bisector and form left 

and right nodes for the data one either sides of a best 

angle bisector, Repeat process from step 3 to 9 on 

each newly created node and grow nodes until the 

node is 100% pure or the depth of the node is equal to 

maximum depth of decision tree provided by user. 

Apply boosting algorithm which will create multiple 

GDTs in the view of improving overall accuracy of 

predictions. 

Calculate accuracy in terms of following measures 

1. Overall Accuracy 

2. Confusion matrix 

3. Precision 

4. Recall 

5. F measure 

6. Area under curve 

AdaBoost Algorithm: 

The algorithm proceeds in the following steps for a training 

data with given value of boosting 

1. Assign weights for each records as 1/n where n is 

total number of training records 

2. Generate next decision tree. 

3. Calculate error of decision tree and update the 

weights for each record. 

4. Repeat steps 2 and 3 till total numbers of tree are less 

than given number of there are sufficient records. 

III. MATHEMATICAL MODEL 

Set Theory Analysis 

1. Identify the input data set as 

S= {s1, s2, s3, s4…..} 

 Where 

    S - Input data set 

2.  Identify the data classes 

CL = {cl1, cl2, cl3, cl4….} 

Where    CL - The data class 

Process: 

Given a set of data points at a node, we find hyper-planes that 

have most of the data points of same class. Find the best 

hyper-plane to split the data. 

Let 

 C1 be the set of points contains points of the majority class 

 C2 be the set of points contains points of the remaining 

classes 

Let  

A be the matrix containing points of C1 

B be the matrix containing points of C2 

Let 

W1 be the first hyper-plane 

W2 be the second hyper-plane  

 

 
 

 
 

Where G = (1 /nt+) [A] T [A]. 

H= (1 /nt-) [B] T [B]. 
Let 

W3 be the first bisecting angle 

W4 be the second bisecting angle 

Such that  

W3 = W1 + W2  

W4 = W1 – W2 

Choose the angle bisectors having 

lesser Gini index G 
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Where, 

- Number of points in matrix A that goes to left child 

 - Number of points in matrix A that goes to right child 

  - Number of points in matrix B that goes to right child 

 - Number of points in matrix B that goes to right child 

Ada Boosting: 

Training set:   

Where   
number of iterations or boosting trails = T 

For i=1,….,m 

Initialize  

For t = 1,….T 

From the family of weak classifiers ℋ, find the classifier 

that maximizes the absolute value of the difference of the 

corresponding weighted error rate and 0.5 with respect to 

the distribution  : 

 
Where,  

       (I is the indicator function with true/false results) 

If  , where   is a previously chosen 

threshold, then stop. 

Choose,  typically  

For i=1,….,m: 

                

         Where the denominator, Denom, is the normalization 

factor ensuring that  will be a probability distribution. 

Output the final classifier: 

 

IV. EXPERIMENTAL RESULTS 

In this section, we present experiential results to show the 

effectiveness of our decision tree algorithm. We test the 

performance of our algorithm on several data sets. We 

compare our results with GDT & GDT with Adaptive 

boosting .The proposed enhancement in geometric decision 

tree is evaluated on a sample data on wine data set collected 

from UCI repository. The wine data set has 13 attributes and 

a target field having three classes. 

We have applied simple GDT on wine data and observed 

following results. 

Training Data: 

Overall Training Data Accuracy = 90.14% 

Confusion Matrix: Rows represents actual numbers 

Class 1 2 3 %Accuracy 

1 26 0 13 66.66 

2 0 55 1 98.21 

3 0 0 47 100 

Precision and Recall Table: 

 Class-1 Class-2 Class-3 

Precision 0.67 0.98 1.00 

Recall 1.00 1.00 0.77 

Test Data: 

Overall Test Data Accuracy = 75.0% 

Confusion Matrix: Rows represents actual numbers 

Class 1 2 3 %Accuracy 

1 6 2 1 66.66 

2 1 12 2 80 

3 2 1 9 75 

Precision and Recall Table: 

 Class-1 Class-2 Class-3 

Precision 0.67 0.80 0.75 

Recall 0.67 0.80 0.75 

Also same wine data is applied on enhanced GDT using 

Adaboosting and observed following results. 

 Training Data: 

Overall Training Data Accuracy = 98.59% 

Confusion Matrix: Rows represents actual numbers 

Class 1 2 3 %Accuracy 

1 39 0 0 100 

2 2 54 0 96.42 

3 0 0 47 100 

Precision and Recall Table: 

 Class-1 Class-2 Class-3 

Precision 0.95 1.00 1.00 

Recall 1.00 0.96 1.00 

Test Data: 

Overall Test Data Accuracy = 83.33% 

Confusion Matrix: Rows represents actual numbers 

Class 1 2 3 %Accuracy 

1 6 3 0 66.66 

2 1 13 1 86.66 

3 0 1 11 91.66 

Precision and Recall Table: 

 Class-1 Class-2 Class-3 

Precision 0.67 0.87 0.92 

Recall 0.67 0.87 0.92 

Based on results we can observe confusion matrix shows that 

modified decision tree model has improved miss 

classification of class 3 from 75% to 91.66% on test data 

without losing on misclassification accuracy for other two 

classes which is significant. 

 

Fig. 3 Comparison of Accuracy Obtained for all Three 

Classes for Simple GDT and GDT with Ada Boosting for 

Training Data 
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V. CONCLUSION & FUTURE WORK 

In this Paper a new algorithm is design which creates 

multiple decision trees at each node of decision tree found 

two clustering hyperplanes and angle bisector as split rule. 

Based on this we create multiple decision trees by which we 

got average split value and it increases accuracy in terms of 

confusion matrix, precision & recall.  

VI. FUTURE WORK 

1. Apply gradient boosting instead of adaptive 

boosting. 

2. Introduce pruning process to remove the excess 

nodes created in the decision tree so that the 

generalization performance of the decision tree can 

be improved. 

3. There are multiple pruning processes available in 

literature. So need to find out which one performs 

best with GDT. 
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