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Abstract—This paper investigates how to reduce error and 

increase speed of Back propagation ANN by certain defined 

Capacity factor. For the years from 1965 to 1980 the use of a 

variety of ANNs for problem solving was relented significantly 

because of limitations in one layer networks that weren’t good 

enough for enhancements of a specific issue, although there were 

low expectancies for even simple tasks and mathematical 

operations. Multi-layer networks have a serious covenant to 

improve this privation by more effective error reduction for 

example by least squares error method and a better learning factor 

like the one that is considered in MLP which is modified, 

enhanced version of Perception network that has provided a better 

chance of using these networks for intelligent signal processing. 

But the purpose of this paper is not showing capabilities of these 

networks alone but to consider error reduction while the 

weighting equations both satisfy ordinary task of algorithm and at 

the same time reduces presumptions of errors by a predetermined 

Capacitance factor that is not very anomalous to other bunch of 

clustering pedagogy styles anent the other types of ANNs. Unlike a 

single layer network with many limitations in learning, 

approximating and estimating a mapping function, multi-layer 

networks are well prepared for estimation of any uniformly 

continues subordination with tunable accuracy. Hidden layer in 

many applications does the job of enhancement, but sometimes 

poly-layer methods are used for this error reduction separately by 

some factor definitions (and new hidden parts that paper adds to 

gets error reduced) that paper tries to measure for exact 

improvements which were envisaged in design process. And as a 

result understand how to use Capacity factor for BPANN 

algorithm, and error reduction in general that holds convergence, 

speed improvement and error smoothing at the same time. 

Index Terms—BPANN enhancement, Error smoothing, MLP, 

Intelligent signal processing 

I. INTRODUCTION 

It was always interesting for authors to use some gimmicks to 

make certain ANN algorithms faster by defining a new factor 

[1] that modifies weighting matrix to resemble a faster 

convergence because of inline algorithm code modifications 

that steps down the possibility of producing error because of 

𝜎𝑘  factor that keeps its gradient parameter dynamically 

changed respect to slope parameter [2-10], this is also 

proportional to better learning of certain machines. 
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Seemingly for latent (hidden) layers the same story but this 

time for ∆𝑤𝑖𝑗 occurs using small case indices while 

calculating first derivative of error minimized as it is equal to 

−[𝑡𝑘 − 𝑦𝑘]𝑓′(𝑦𝑖𝑛𝑘
)𝑧𝑗 that for us will be considered as a new 

factor like 𝛿𝑘 which this new factor will be altered to get a 

modified optimized attenuated factor of  𝛿′𝑖   error by 

Capacity factor mostly for networks like latent type the acute 

new method will be applied and gets error reduced by a 

smoldering algorithm modification in hidden layers 

themselves [11,12,13]. An important fact is that the 

prediction capability of a Back propagation ANN or other 

ANNs for a large set of data is not very accurate and finally 

the users will (still) keep doubts about the resonating error 

that ignores wisdom of the application of that network 

because the level of trust is shrunk very high and the new 

algorithm cannot even change this story. As mentioned in 

abstract this is one of the reasons that using certain networks 

scaled down and the possibility of using them in real world 

problems applications like active drone navigation systems 

with atmosphere condition variations and unpredictable 

confronting issues is not even considered yet 

[14,15,18,19,22,23]. Main issue is how to have one main 

ANN with error reduction strategy that fulfills the need of 

system and at the same time gives a simple slant reduction for 

𝛿𝑘  so each round of sums for hidden layers that uses this 

factor reclusively is not rectified well and this all happens in 

the existence of arbitrary activation function [20-30]. If user 

needs to design a Back propagation ANN algorithm  some 

considerations for weighting and hidden layers should be 

added to scheming process in which a harmonic single stage 

inline error reduction happens [31] exactly at the time of 

weighting vectors and because error itself is used for 

calculation of 𝛿𝑘  that is for single output node 𝑦𝑘  error 

compared to target 𝑡𝑘 and it happens in learning process, the 

error reduction also involves hidden nodes joint with  𝑌𝑘 at 

timepieces. Weighting for first layer cannot [32,33,34,35] be 

modified while the new weights for other layers are not 

ready; the reason is simple and because 𝛿𝑘 is not treated as a 

multi stage factor for layers and weighting must be done for 

all layers at the same time, for e.g. 𝑍𝑗 with hidden value 𝑧𝑗 

and weight of 𝑣𝑖𝑗  that primarily is calculated by 𝛿𝑗  and 

because this is essential for original structure of algorithm 

new method wouldn’t reclaim structure but tries to enhance 

error cutback by some strong mathematically supported 

ideas. As learning process for these types of networks have 3 

main steps of Feed forward for input pattern, calculation and 

Back propagation of error and weight calculation, paper also 

uses the same specimen for speed improvement but using its 

own definitions inside new algorithm to eke learning ratio 

and acquisition Capacity [36-50]. As title inculcates, 

improvement for error reduction has to be gathered by factor 
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of Capacity which will be shown and this factor itself is 

calculated by Reliability factor 𝑟𝑖 that is the result of 

calculation of 𝑝𝑐 and 𝑝𝑤 according to 𝛿𝑗 coefficient for each 

round of algorithm and is considered fully in algorithm 

implementation part [51-55]. 

II. APPROXIMATIONS V POINT TRACKING 

A good Feed forward function estimator ANN that is used as 

Universal Approximator for any continues function like 

Kolmogorov that solves an important problem of multi 

variable function survey by single variable functions as (1-1): 

𝒇 (𝒙) = ∑ 𝝌𝒋(

𝟐𝒏+𝟏

𝒋=𝟏

∑ 𝝍𝒊𝒋(𝒙𝒊))

𝒏

𝒊=𝟏

 
 

(1-1) 

Is an example of successful point tracking while the rest of 

the mathematically algorithm don’t get even near error like it. 

For a network with 2 latent layers of nodes, 𝒁 and 𝒁𝒁 unites 

that can be used by bias or without any diagonal predefined 

value shown by 𝒘𝟎𝒌 for any output node 𝒀𝒌 and latent nodes 

bias value of 𝒗𝟎𝒋 for hidden bias node of 𝒁𝒋. 

Robot Path Planning: Now what about a robot 

path-planning techniques that is simply divided into 2 main 

categories, first by current points that robots get from sensors 

and is called local planning and the second type is global 

path-planning from a map that is saved in memory and is 

processable and also accessible for each error reduction 

variable that depends on ANN type and its algorithm. The 

best idea for reducing error in this case is using both 

strategies because a map can be misleading if the path is 

changed fundamentally or a local planning has issue of 

non-optimal solution choice, means the path is okay but 

complex. For applications, robot uses several sensor data 

maps  and compares it using for example Cognitron for path 

detecting and for this detection excitatory and inhibitory 

inputs denoted by 𝑒 and ℎ are considered separately and by 

Fukushima notations: 

𝑢(𝑘) = 𝐹 [
1 + 𝑒

1 + ℎ
− 1] 

 

 

(1-2) 

𝑒 − ℎ =
𝜖 − 𝜂

2𝜂
(1 + tanh (

1

2
𝑙𝑜𝑔𝜂𝑥)) 

 

(1-3) 

Please care that an ordinary one to one correspondence 

relation is used for activation function  and note how this 

approach can show distinction when an excitatory input must 

be distinguished from inhibitory one; as an example imagine 

movement of an object by an engine force andexternal power. 

If you switch machine [73] on and start to move while having 

an ordinary soaring speed by input variable 𝑓𝑒 force of engine 

or when you push/pull that object by outer power, movement 

appears as that expected output but this time engine is off and 

the source of potency is different and dynamic response of 

object is different too! By this notation it is possible to 

distinguish 2 different types of variables that both have the 

same result. 

III. ALGORITHM CONSIDERATIONS 

Generalized Back propagation single layer ANN can have 

several latent layers in which each input node receives one 

input signal (rare cases the input itself can be divided 

separately and receives mixed signal like adders or a bias can 

have similar task) and sends this signal to latent layers nodes 

of 𝑍𝑖 in first stage. Activators, then calculate correct value 

and send it back for 𝑍𝑍𝑖  unites again activation process 

happens for second latent layer to find network response of 

input pattern using 𝑦𝑖  for 𝑌𝑖  [56-70]. 

 

 

Fig. 1 Original Backpropagation Network with 2 Latent 

Layers and no Capacity Factor Modifications 

In the whole process of weighting and learning each obsolete 

output node collates with target value 𝑡𝑖  to verify and 

calculate error related factor 𝛿𝑖  that will be used for next 

layers outputs to update weights of latent and output layer as 

weighting process is essential and vital in all ANN structures 

(even ordinary dynamic Fuzzy [6] unites have to decide 

according to IF statements of non-dynamic, non-linear rules). 

Weighting 𝑣ℎ𝑖  is done by hidden𝑍ℎ to 𝑍𝑍𝑖 respect to 𝛿𝑖 and 

activation of unit 𝑍ℎ while 𝑢𝑖ℎ weight from input node 𝑋𝑖 is 

also measured by 𝛿ℎ  and input activation for both 

Feedforward and Backpropagation structures.By these 

written considerations Capacity factor can be added to 

process that is mentioned by authors in [1] so recall that for a 

group of problems in 𝐺𝑝𝑚Capacity factor defined by (2) and 

(3): 

𝐶′ ≜
1

𝑚
∑ 𝑟𝑖

𝑚

𝑖=1

 
 

(2) 

𝑟𝑖 ≜
𝑝𝑐𝑖

1 + 𝑝𝑤𝑖

 
 

(3) 

Here 𝐺𝑝𝑚  for SOM is equivalent for multi weightings 

problem for Backpropagation algorithm of similar kind that 

aforesaid earlier and 𝑝𝑤  and 𝑝𝑐 have same compliments but 

are calculated for each round before changing weight matrix 

because as mentioned 𝛿𝑘  is not a multi stage average 

[72]form constant and its modifications have to be inline and 

dynamic as calculated Capacity factor in last research [1]. 

Fig. 1 shows a Backpropagation network with 2 latent layers, 

𝑛 inputs without bias and 𝑚 output nodes. 

IV. ALGORITHM IMPLEMENTATIONS 

Feed Forward 

In this section a vivid process for implementation of a Back 

propagation ANN with two latent layers and also 𝑀 

successful subsumed clusters is studied. In this type of ANN 

bound for number of samples that was needed, is minimum of 

number of inputs and latent nodes multiplied by 𝑀 [59]. Now 

consider an ANN with two latent layers, and 𝑛 input unites of 
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𝑋𝑖 that send signals to hidden parts called 𝑍ℎ so to calculate 

input signal consider (4): 

𝑍𝑖𝑛ℎ
= 𝑢0ℎ + ∑ 𝑥ℎ𝑢𝑖ℎ

𝑛

𝑖=1

 
 

(4) 

Now the activation function for output nodes is as (5): 

 

𝑧ℎ = 𝑓(𝑧𝑖𝑛ℎ
) (5) 

So output is also injected to second (hidden) layer for 

preprocessing and generating output main signal, which are 

𝑍𝑍𝑗 nodes. Now to calculate input signal consider (6): 

𝑧𝑧𝑖𝑛𝑗
= 𝑣0𝑗 + ∑ 𝑧ℎ𝑣ℎ𝑗

𝑞

ℎ=1

 

 

(6) 

Again output activation process to get updated value is 

defined this time by (7): 

𝑧𝑧𝑗 = 𝑓 (𝑧𝑧𝑖𝑛𝑗
) (7) 

Each 𝑚 output node 𝑌𝑘 by weighted input signal is as (8): 

𝑦𝑖𝑛𝑘
= 𝑤0𝑘 + ∑ 𝑧𝑧𝑗𝑤𝑗𝑘

𝑝

𝑗=1

 

 

(8) 

And once again activation function defines outputs nodes 

deal as (9): 

𝑦𝑘 = 𝑓(𝑦𝑖𝑛𝑘
) (9) 

Back Propagation of Error 

This part contains ordinary modified main Back propagation 

algorithm plus 𝐶′ calculation which is inline and dwindles 

error by some important considerations as follow: 

A) Algorithm Enhancement 

a. 𝐶′  is calculated inline, unlike SOM based 

optimizations this factor is essential to each step 

calculation of 𝛿𝑘 and not each new input vector, the 

one estimated successfully for SOM based 

nets(check proof 1). 

b. 𝑝𝑐  and 𝑝𝑤  are calculated for each stage in which 

weights have to be updated by ∆𝑢𝑖ℎ = 𝛼𝛿ℎ𝑥𝑖. 

Consider each output unit as 𝑌𝑘 then error for current existing 

learning pattern is (10): 

𝑒𝑘 = (𝑡𝑘 − 𝑦𝑘) (10) 

And dip of the activation function multiplied by error gives 

static 𝛿𝑘 : 

𝛿𝑘 = 𝑒𝑘𝑓′(𝑦𝑖𝑛𝑘
) (11) 

Here the 𝐶′ factor shows its inscription after calculation of 𝑝𝑐 

and 𝑝𝑤 for each stage: 

𝛿′
𝑘 = 𝐶′𝑒𝑘𝑓′(𝑦𝑖𝑛𝑘

) (12) 

∆𝑤𝑗𝑘 = 𝛼𝛿𝑘
′ 𝑧𝑧𝑗 (13) 

And bias fixing with new error correction is (14): 

∆𝑤0𝑘 = 𝛼𝛿𝑘
′  (14) 

𝛿𝑖𝑛𝑗
  = ∑ 𝛿𝑘

′

𝑚

𝑘=1

𝑤𝑗𝑘  
 

(15) 

 

𝛿𝑗
′ = 𝛿𝑖𝑛𝑗

′ 𝑓′ (𝑧𝑧𝑖𝑛𝑗
) (16) 

 

Then weight has to be updated through ∆𝑣ℎ𝑗
′  and consider 

(17) and (18) for bias: 

∆𝑣ℎ𝑗
′ = 𝛼𝛿𝑗

′𝑧ℎ (17) 

∆𝑣0𝑗 = 𝛼𝛿𝑗
′ (18) 

For first hidden layer𝑧ℎ , ℎ = 1,2, … , 𝑞, then consider (19): 

𝛿′
ℎ = 𝛿𝑖𝑛ℎ

′ 𝑓′(𝑧𝑖𝑛ℎ
) (19) 

And weight correction is (20): 

∆𝑢𝑖ℎ = 𝛼𝐶′𝑒𝑘𝑓′(𝑦𝑖𝑛𝑘
)𝑥𝑖 (20) 

This will lead to an improvement which has been done once 

for a chosen Self-Organizing-Map[1]for example Kohonen 

Map of certain inputs (multi vector improvement) by 

calculation of 𝐶’  as an inline factor of improvement and 

modifying static weighting process [74-78]. 

B) Theorem 1 

Error reduction in presented algorithm is achieved if and only 

if  𝜌 = 0 as follows: 

𝜌 = |
∆𝑢𝑖ℎ

∆𝑢𝑖ℎ

𝐶′

∆𝑢𝑖ℎ 𝐶′∆𝑢𝑖ℎ

| 

 

 

(21) 

C) Proof 1 

To prove this identity,let’s make sure that these assumptions 

all hold: 

1- Preserved error of each round is near zero, and the 

convergence criterion holds. 

2- 𝐶′  Renewed for every new input vector (unlike 

SOM type and because 𝛿𝑘  has to be calculated 

separately and our assumptions have to be based on 

assumption of original algorithm).       

3- Weighting process is independent of 𝐶’ calculation 

process. 

Now consider (22) and (23): 

𝐸 → 0 𝑡ℎ𝑒𝑛 𝛿𝑘 = 0 𝑠𝑜 𝑡𝑘 = 𝑦𝑘  

(22) 

 

𝜌 → 0 𝑏𝑒𝑐𝑎𝑢𝑠𝑒 𝑡𝑘 = 𝑦𝑘  𝑎𝑛𝑑 𝐶′ → 1 𝑠𝑜 𝜌 → 0 (23) 

And again and again 𝜌 tends to zero in this loop in a few 

rounds as 𝐶′  calculated for every 𝛿𝑘 , in fact 𝜌 = 0  is a 

detector for us that shows how to end our calculations, 

because slightest mistake will make too much error mostly 

for upcoming event predictions that heavily relies on existed 

information (mapped data).  As mentioned in literature the 

most interesting effect of Back propagation method 

applications is on nonlinear models and many have tried to 

improve multilayer networks because of their abilities of 
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problem solving. Researchers have arrived at this point that 

even by using Back propagation training methods it is still 

hard to achieve best performance (Fast learning) because of 

intrinsic parts of algorithms themselves and modifications 

have to be done to both reduce error and to elevate speed 

proficiency. The aim of this paper will be accomplished if the 

new defined Capacity factor is used for algorithm 

enhancements as next part objective is to show this fact. 

V. RESULTS 

In this section the results of simulations that have led to speed 

enhancement and error reduction of a simple Back 

propagation algorithm with 2 latent layers is brought. Indeed 

speed improvement is because of better convergence that is 

the result of error reduction.  This new Capacity factor makes 

algorithm faster and is calculated inline while the algorithm is 

doing its weight correction as mentioned by (20) and 

reliability factor is also part of 𝐶’ calculations as each round 

of algorithm is done. Unlike SOM this method won’t be 

calculated for every new single vector, but consider that in 

algorithm the 𝐶’  does not affect propagation between layers, 

because in more than 2 latent based networks time 

complexity is 𝑂(𝑡2) which is for both upper and lower layers 

and is complex enough not to be further modified. Error is 

also calculated in this algorithm which is difference of target 

and output node value so this is implemented while output 

layer Net and error is calculated.  So error is distinguished 

for different number of inputs and change of prediction error 

while the prediction model is fixed, and also target values are 

fixed too. In other words, error reduction for such cases that 

user has more than enough number of data sets for best 

prediction is expected. As in Fig. 2. Shows error reduced 

smoothly in 𝐶’  based algorithm with 𝜌 = 0  because 

reliability is calculated inline, and main algorithm also 

experiments error reduction by increasing number of data 

sets but it is not as smooth as new algorithm. What mentioned 

as smooth error reduction has an important mathematical 

background, because if predication has less error it also 

estimates real function of that experiment deterministically 

not because the process is necessarily deterministic, but  

mostly when designer deal with natural events in real world 

which are the results of several known and some unknown 

parameters. While main algorithm error reduction is not very 

smooth it behaves obscure and is unpredictable. The 

interesting fact is that smoothing gives an explicit predictable 

functional equation for sides of algorithm while 

non-smoothed error reduction is not even safe, and it doesn’t 

mean that new method always does the task of smoothing.  

 

Fig. 2 𝐂’ Based Algorithm VS Main Back Propagation 

Algorithm that Smoothed Error Function 

Next in Fig. 3, The same algorithm for new set of data plus 

Feed forward modified version that leaves accuracy up to 2 

digits after decimal point with 𝜌 = 0.01 is tested. As it is 

clear in some cases the new algorithm has more error because 

number of rounds is also reduced and 𝐶’ based algorithm with 

𝜌 = 0  is in fact slower than 𝐶’  based algorithm with 𝜌 =
0.01 but 𝜌 = 0 is more accurate because (21) is calculated up 

to desired level. 

 

Fig. 3 𝐂’ Based Algorithm VS Main Back Propagation 

Algorithm for Error Measurement 

If the number of data sets is increased significantly by some 

logical assumptions it is easy to show that error have to be 

reduced respect to other prediction methods. Here a relevant 

error can be defined but for simplicity it was ignored and 

instead considered the error reduction for both algorithms 

which is connected to number of data sets and  𝜌 factor. This 

fact is illustrated in Fig. 4. That shows error reduction 

happened at the expense of speed and increased number of 

samples. Reduction of 𝜌 or error also makes error function 

smoother, that has a relation to exact prediction modeling 

which authors don’t consider in this document. Exact 

prediction modeling leads us to exact function that resembles 

a process in which several parameters are involved and as a 

simple case a process like 𝑝(𝑡𝑖) in (24): 

𝑝(𝑡𝑖) = ∑ 𝑘𝑗𝑡𝑗
𝜆(𝑗)

𝑛

𝑗=1

 
 

 

(24) 

Almost any process can be modeled using (24) that employs 

different types of 𝜆(𝑗) with some considerations that are out 

of the topic of this manuscript. 

 

Fig. 4 𝐂’ Based Algorithm Reduced Error at Expense of 

Time Complexity by 𝛒 More than Main Algorithm 
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VI. CONCLUSION 

This paper investigated a method that was first done before 

for a chosen Self Organizing Mapand improvement of 

convergence and also reduction of error for a faster response 

of ANN for a certain problem that were all achieved too. But 

this time instead of SOM, paper did the same task on a Back 

propagation Network that can also be MLP, so pay attention 

that learning rules and weightings for biases can be calculated 

but separately (without ignoring convergence criterion of 

Capacity factor, in this paper using 𝜌) and readers cannot do 

this unless they consider convergence criterion for weighting 

matrix that must be considered for each network alone. 

Capacity factor calculated inline for several data sets and 

reduced error was calculated, but concept of error smoothing 

was not considered in this paper but instead an error 

reduction strategy was introduced. Paper claimed if error 

function is smoothed well, regardless of prediction model or 

shape and even deterministic or ideterministic input signals, 

the error will be zero for infinity many samples (similar result 

is not possible for ordinary linear predictors). In other words 

and with better insight may say, “error smoothing is more 

valuable than error reduction” because authors can show 

that unlike indeterministic rough functions, smoothed 

functions can be predicated better. Finally paper 

demonstrated that error was decreased better while factor 𝜌  

was almost equal zero, and the maximum time of calculation 

occurs when this factor is exactly equal to zero. 

REFERENCES 

[1] Vahid Rahmati, Morteza Husainy Yar and Ali Reza Malekijavan, 

“Neural Networks New Capacity Factor Measurement for 

Improvement of SOM”, International Journal of Innovative 

Technology and Exploring Engineering (IJITEE), vol. III, no. 12, pp. 

7-10, 2014. 

[2] G. O. Young, “Synthetic structure of industrial plastics (Book style 

with paper title and editor),”  in Plastics, 2nd ed. vol. 3, J. Peters, Ed.  

New York: McGraw-Hill, 1964, pp. 15–64. 

[3] Abhay Bagai et al "Lip-Reading using Neural Networks "IJCSNS 

International Journal of Computer Science and Network Security, vol.9 

No.4, April 2009. 

[4] Zurada J.M., “An introduction to artificial neural networks systems”, 

St. Paul: West Publishing (1992) 

[5] Zhi-Hua Zhou, “Rule Extraction Using Neural Networks or For Neural 

Networks” National Laboratory for Novel Software Technology, 

Nanjing University, Nanjing 210093, China 2007 

[6] Zadeh L.A. The roles of fuzzy logic and soft computing in the 

conception, design and deployment of intelligent systems. BT Technol 

J. 14(4): 32-36, 1994 

[7] Yuanfeng Yang et al. “Trajectory Analysis Using Spectral Clustering 

and Sequence Pattern Mining” Journal of Computational Information 

Systems 2012. 

[8] Yanbo Huang. “Advances in Artificial Neural Networks – 

Methodological Development and Application” United States 

Mississippi 38776, USA; 

[9] Ajith Abraham.” Artificial Neural Networks” Oklahoma State 

University, Stillwater OK, USA 2006 

[10] Alaa ELEYAN and Hasan DEMIREL, “Cooccurrence matrix and its 

statistical features as a new approach for face recognition”, Turk J Elec 

Eng & Comp Sci, Vol. 19, No. 1, 2011 

[11] Aliev R., Bonfig K., and Aliew F., Soft Computing. Berlin: Verlag 

Technic, 2000. 

[12] Aliev R.A. and Aliev R.R., Soft Computing, volumes I, II, III. Baku: 

ASOA Press, 1997-1998 (in Russian). 

[13] Y.Xi. Investigation on classification of high resolution satellite image 

by back propaagation neural network [J], 2006, pp.2-4. 

[14] Y.X.Lan, Q.G.Hui, Z.J.Lin, J.X.Guang. Learning sample selection in 

multi-spectral remote sensing image classification using bp neural 

network [J]. Journal of infrared and millimeter waves, 1999, (06), pp: 

449-450. 

[15] Y.S.Zhang,D.C.Gong. Application of high resolution remote sensing 

satellite-Imaging model, processing algorithms and application 

technology [M]. Science Press, Beijing, 2004, pp. 23-24. 

[16] Y.H.Jia. Application of artificial neural network to classification of 

Multi-source remote sensing imagery [J]. Bulletin of surveying and 

mapping, 2000, (07). pp. 7-8. 

[17] Y.H.Jia, ChunSenZhang, AiPingWang. Classifying of multi-sources 

remote sensing imagery base on BP neural network [J]. Xi’an 

University of science & Technology Journal, 2001, (01). pp. 58-60. 

[18] W. Poundstone, “The Recursive Universe: Cosmic Complexity and the 

Limits of Scientific Knowledge”. Chicago, Ill Contemporary Books, 

1985 

[19] Tyler Cowen and Michelle Dawson "What does the Turing test really 

mean? And how many human beings (including Turing) could pass? 

George Mason University Department of Economics, and University 

of Montreal, July 3. 2009. 

[20] Berry, J. A., Lindoff, G., Data Mining Techniques, Wiley Computer 

Publishing, 1997 (ISBN 0-471-17980-9). 

[21] Berson, “Data Warehousing, Data-Mining & OLAP”, TMH 

[22] Bhavani,Thura-is-ingham, “Data-mining Technologies,Techniques 

tools & Trends”, CRC Press 

[23] Bradley, I., Introduction to Neural Networks, Multinet Systems Pty Ltd 

1997. 

[24] Brennan J. Rusnell, “Radiosity for Computer Graphics” University of 

Saskatchewan 2007. 

[25] Brennan J. Rusnell. "Radiosity for Computer Graphics" University of 

Saskatchewan 2007. 

[26] C.C.Wang, W.B.WU, J.P.Zhang. Classification for remote sensing 

image base on bp neural network.[J]. Journal of Liaoning Technincal 

University (Natural Science),2009,pp.33-35. 

[27] C.F.Li. Intelligent processing of remote sensing [M]. Publishing house 

of elcectronics industry, Beijing, 2007, pp, 3-5. 

[28] Christos Stergion and Dimitrios Siganos, “Neural Networks”, Pages 

2-6. 

[29] D. Jude Hemanth, C.KeziSelvaVijila and J.Anitha, “Application of 

Neuro-Fuzzy Model for MR Brain Tumor Image Classification”, 

International Journal of Biomedical Soft Computing and Human 

Sciences, Vol.16, No.1, 2010; 

[30] Robert Chin (Qin) Mrs. Baron World Lit. Honor. "Artificial 

Intelligence A Window to Mankind Feb.1999 

[31] S.Garchery, A. Egges, N. Magnenat-Thalman. "Fast Facial Animation 

Design for Emotional Virtual Humans" MIRALab, University of 

Geneva, Geneva, Switzerland 2007 

[32] S.N. Deepa and B. Aruna Devi, “A survey on artificial intelligence 

approaches for medical image classification”, Indian Journal of 

Science and Technology, Vol. 4, No. 11, Nov 2011; 

[33] S.N. Sivanandam and S.N. Deepa, “Principle of Soft Computing”, 

WILEY INDIA EDITION, Pages 74-83, 1993. 

[34] Satvika Khanna et al. “Expert Systems Advances in Education” NCCI 

2010 -National Conference on Computational Instrumentation CSIO 

Chandigarh, INDIA, 19-20 March 2010 

[35] Saumya Bajpai, Kreeti Jain, and Neeti Jain.,”Artificial Neural 

Networks” International Journal of Soft Computing and Engineering 

(IJSCE) ISSN: 2231-2307, Volume-1, Issue-NCAI2011, June 2011 

[36] Seven G Ficici and Jordan B. Pollock. “Statistical Reasoning Strategies 

in the pursuit and Evasion domains. Demo Lab, Brandeis University, 

USA 2001. 

[37] Sutton, R. S. and Barto, A. G. “Reinforcement Learning: An 

Introduction Cambridge, MA MIT Press 1999 

[38] T. Logeswari and M. Karnan,“An improved implementation of 

braintumor detection using segmentation based on soft computing”, 

Journal of Cancer Research and Experimental Oncology, Vol. 2, 

March 2010; 

[39] Takemura Y and Ishii K; "Dynamics classification of underwater robot 

and Introduction to controller adaptation" Dept. of Mech. & Electron. 

Eng, Nippon Bunri Univ., Oita, Japan dec 2010 

[40] D.F.Zhang. Matlab neural network application design [M]. China 

Machine Press, Beijing, 2009, pp.3-15. 

[41] D.Q.Zhu. Principle and Application of Artificial Neural Networks [M]. 

Science Press, Beijing, 2006. pp. 18-20. 

[42] Dina Aboul Dahab, Samy S. A. Ghoniemy and Gamal M. Selim, 

“Automated Brain Tumor Detection and Identification Using Image 

Processing and Probabilistic Neural Network Techniques”, 

International Journal of Image Processing and Visual Communication, 

Vol. 1, Issue 2, October 2012. 



Back Propagation Artificial Neural Network Structure Error Reduction by Defined Factor of Capacity and Algorithm 

Reinforcement Method 

39 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication Pvt. Ltd. 

[43] Eike.F Anderson.,”Playing smart artificial intelligence in computer 

games” The National Centre for Computer Animation (NCCA) 

Bournemouth University UK. 

[44] Fausett, L. “Fundamentals of Neural Networks" Prentice Hall, USA. 

1996. 

[45] Fausett, Laurene (1994), Fundamentals of Neural Networks: 

Architectures, Algorithms and Applications, Prentice-Hall, New 

Jersey, USA. 

[46] Fayyad, Usama, Ramakrishna “ Evolving Data mining into solutions 

for Insights”, communications of the ACM 45, no. 8 

[47] Fiona Nielsen, “Neural Networks algorithms and applications” Neil‟s 

Brock Business College, Dec 2001. 

[48] Fredric M.Ham, ivica Kostanic. Principles ofNeurocomputing for 

science & Engineering [M]. China Machine Press, Beijing, 2007, 

pp.77-80. 

[49] Tamara Knutsen et al, “Designing an Underwater Eel-Like Robot and 

Developing Anguilliform Locomotion Control” Harvard University 

2004 

[50] P. Mohanaiah, P. Sathyanarayana and L. GuruKumar, "Image Texture 

Feature Extraction Using GLCM Approach”, International journal of 

scientific and research publications, Vol. 3, Issue 5, May 2013 

[51] http://tralvex.com/pub/nap/#Radiosity for Virtual Reality Systems 

(ROVER). 

[52] http://modo.ugr.es/en/soft_computing 

[53] Hebah H. O. Nasereddin "Stream Data Mining" Department of 

computer Information system Faculty of IT Amman Arab University 

for Graduate Studies Amman Jordan 2009. 

[54] Haykin, S., Neural Networks, Prentice Hall International Inc., 1999 

[55] Harshit Mehrotra and Prof. M.C. Srivastava. "Lip reading" Department 

of electronics and communication engineering jaypee institute of 

information technology university noida may 2009. 

[56] H. Berger, “Uber das Electrenkephalogramm des Menchen,” Arch 

Psychiat Nervenkr, vol. 87, pp. 527–570, 1929. 

[57] Gobinda G. Chaudhary "Natural Language Processing" Dept. of 

Computer and Information Sciences University of Strathclyde, 

Glasgow G1 1XH, UK 2003 

[58] Girish Kumar jha, "Artificial Neural Networks and its applications" 

international journal of computer science and issues 2005. 

[59] George F Ludger “Artificial Intelligence - Structures and strategies for 

complex problem solving” 5th Edition, Pearson, 2009. 

[60] G Vijay Kumar and Dr GV Raju, “Biological Early Brain 

CancerDetection usingAatificial NeuralNetwork”, International 

Journal on Computer Science and Engineering, Vol. 02, No. 08, 2010; 

[61] http://www.demo.cs.brandeis.edu/pr/neural_controllers/evo_control.ht

ml. 

[62] http://www.differencebetween.com/difference-between-strong-ai-and-

vs-weak-ai/ 

[63] http://www.electronicsteacher.com/robotics/current-research.php 

[64] http://www.seattlerobotics.org/encoder/nov98/neural.html 

[65] Jacek M. Zurada, “Introduction to Artificial Neural System”, Jaico 

publishing house 2006. 

[66] Jayashri Joshi and Mrs.A.C.Phadke, “Feature Extraction and Texture 

Classification in MRI”, IJCCT, Vol. 2 Issue 2, 3, 4, 2010; 

[67] Junaid Akhtar and Ayesha Farrukh "Applications of Artificial Neural 

Networks" Research trends in artificail intelligence 2004. 

[68] Mehdi Jafari and ShohrehKasaei, “Automatic Brain Tissue Detection 

in MRI Images Using Seeded Region Growing Segmentation and 

Neural Network Classification”, Australian Journal of Basic and 

Applied Sciences, 5(8), 2011; 

[69] Martin T.Hagan, Howard B. Demuth, Mark H.Bcale. Neural Network 

Design [M]. China Machine Press, Beijing, 2002, pp.227-228. 

[70] Mark Fleischer "Foundations of Swarm Intelligence From Principles to 

Practice” Institute for Systems Research University of Maryland 

College Park, Maryland 2005 

[71] M.J.Wen. Intelligent remote sensing data processing method and 

program design [M]. Science Press, Beijing, 2005, pp: 85-91. 

[72] Lei Gao et al. "Automatic Learning of Semantic Region Models for 

Event Recognition" School of Computer. Sci. & Technol., Beihang 

Univ., Beijing 2009 

[73] Khajanchi, Amit, Artificial Neural Networks: The next intelligence 

[74] Kenji Nakayama Kiyoto Inagaki, "A Brain Computer Interface Based 

on Neural Network with Efficient Pre-Processing" Graduate School of 

Natural Science and Technology, Kanazawa Univ. Kakuma-machi, 

Kanazawa, 920-1192, Japan 2007. 

[75] Kaijun Xu.” Dynamic neuro-fuzzy control design for civil aviation 

aircraft in intelligent landing system. Dept. of Air Navig. Civil 

Aviation Flight Univ. of China 2011. 

[76] Kadam D. B., Gade S. S., M. D. Uplane and R. K. Prasad,“Neural 

Network based Brain Tumor Detection using MR Images”, 

International Journal of Computer Science and Communication, Vol. 

2, No. 2, July-Dec2011; 

[77] K.R. Chaudhary “Goals, Roots and Sub-fields ofArtificial Intelligence. 

MBM Engineering College, Jodhpur, India 2012 

[78] Jyoti Singh and Pritee Gupta. “Advance Applications of Artificial 

Intelligence and Neural Networks” Akgec Journal of Technology, 

vol.1, no.2, in 2010. 

 


	I. INTRODUCTION
	II. Approximations V Point Tracking
	III. Algorithm Considerations
	IV. Algorithm Implementations
	Feed Forward
	Back Propagation of Error
	a) Algorithm Enhancement
	b) Theorem 1
	c) Proof 1


	V. Results
	VI. Conclusion
	References

