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Abstract—Speech recognition has been a challenging and multidisciplinary research area since decades. Speech Recognition technology has tremendous potential as it is an integral part of future intelligent devices, in which speech recognition and speech synthesis are used as the basic means for communicating with humans. In this paper, a survey of major landmarks in the research and development of automatic speech recognition is presented to provide a review of technological perspective and an appreciation of the fundamental progress that has been made in this area.
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I. INTRODUCTION

Designing a machine that converse with human, particularly responding properly to spoken language has intrigued engineers and scientists for centuries. Today speech technology enabled applications are commercially available for a limited but interesting range of tasks. Very useful and valuable services are provided by these technology enabled machines, by responding correctly and reliably to human voices. In order to bring us closer to the “Holy Grail” of machines that recognize and understand fluently spoken speech, many important scientific and technological advances have been took place, but still we are far from having a machine that mimics human behavior. Speech recognition technology has become a topic of great interest to general population, through many block buster movies of 1960's and 1970's [1]. The anthropomorphism of “HAL”, a famous character in Stanley Kubrick’s movie “2001: A Space Odyssey”, made the general public aware of the potential of intelligent machines. In this movie, an intelligent computer named “HAL” spoke in a natural sounding voice and was able to recognize and understand fluently spoken speech, and respond accordingly. George Lucas, in the famous Star Wars saga, extended the abilities of intelligent machines by making them intelligent and mobile Droids like R2D2 and C3PO were able to speak naturally, recognize and understand fluent speech, move around and interact with their environment, with other droids, and with the human population. Apple Computers in the year of 1988, created a vision of speech technology and computers for the year 2011, titled “Knowledge Navigator”, which defined the concepts of a Speech User Interface (SUI) and a Multimodal User Interface (MUI) along with the theme of intelligent voice-enabled agents. This video had a dramatic effect in the technical community and focused technology efforts, especially in the area of visual talking agents [1].

Languages, on which so far automatic speech recognition systems have been developed are just a fraction of the total around 7300 languages. Chinese, English, Russian, Portuguese, Vietnamese, Japan, Spanish, Filipino, Arabic, Bangali, Tamil, Malayalam, Sinhala and Hindi are prominent among them [2].

II. AN INSIGHT INTO EARLIER TECHNOLOGIES FOR ASR

Many attempts have been started in the 2nd half of the 18th century to develop machines to mimic a human’s speech communication capability. The early interest was not on recognizing and understanding speech but instead on creating a speaking machine [3, 4]. Speech pioneers like Harvery Fletcher and Homer Dudley firmly established the importance of the signal spectrum for reliable identification of the phonetic nature of a speech sound. Following the convention established by these two outstanding scientists, most modern systems and algorithms for speech recognition are based on the concept of measurement of the speech power spectrum (or its variants such as the cepstrum), due to the fact that measurement of the power spectrum from a signal is relatively easy to accomplish with modern digital signal processing techniques. Theory of acoustic-phonetics, which describes the phonetic elements of speech (the basic sounds of the language), was the guided factor in the design of early automatic speech recognition systems. Non uniformity of time scales in speech events was one of the difficult problems of speech recognition. Martin at RCA Laboratories developed some time normalization methods [5]. Vintsyuk in the soviet Union proposed the use of Dynamic programming methods for time aligning a pair of speech utterances. (Generally known as dynamic time wrapping (DTW), including algorithms for connected word recognition [6]). At the same time, in an independent effort in Japan, Sakoe and Chiba at NEC Laboratories also started to use dynamic programming technique to solve the non uniformity problem [7]. Publication by Sakoe and Chiba in the field of dynamic programming and its numerous variant forms (including Viterbi Algorithm which came from the communication theory community), has become an indispensable technique in automatic speech recognition[8]. Reddy at Carnegie Mellon University conducted pioneering research in the field of continuous speech recognition by dynamic tracking of phonemes [9]. Pattern recognition methods based on LPC was a significant technological advancement in the speech recognition research. Velichko and Zagoruyko in Russia advanced the use of pattern – recognition in speech recognition [10]. Atal and Itakura independently formulated the fundamental concepts of Linear Predictive coding (LPC), which greatly simplified the estimation of the vocal tract response from speech wave.
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forms[11,12]. The basic idea of applying fundamental pattern technology to speech recognition based on LPC methods were proposed by itakura, Rabiner et.al and others [13,14].

III. TECHNOLOGIES FOR SPEAKER INDEPENDENT SYSTEMS

A speaker independent system that could deal with the acoustic variability intrinsic in the speech signals coming from many different talkers, often with notably different regional accents was the next goal for speech recognition researchers. This led to the creation of a range of speech clustering algorithms. Furthermore, researches to understand and to control the acoustic variability of various speech representations across talkers led to the study of a range of spectral distance measures (e.g., the Itakura distance and statistical modeling techniques that produced sufficiently rich representations of the utterances from a vast population[13,15]. Bell Laboratories’ came up with a new concept of keyword spotting as a primitive form of speech understanding [16]. The technique of keyword spotting aimed at detecting a keyword or a key-phrase of some particular significance that was embedded in a longer utterance where there was no semantic significance to the other words in the utterance. The need for such keyword spotting was to accommodate talkers who preferred to speak in natural sentences rather than using rigid command sequences when requesting services (i.e., as if they were speaking to a human operator).

IV. SURVEY OF HIDDEN MARKOV MODEL (HMM) FOR SPEECH RECOGNITION

Speech recognition research in last three decades was characterized by a shift in methodology from the more intuitive template-based approach (a straightforward pattern recognition paradigm) towards a more rigorous statistical modeling framework. Although the basic idea of the hidden markov model (HMM) was known and understood early on in a few laboratories (e.g.IBM (International Business Machines) and the Institute for Defense Analyses (IDA)[17]), the methodology was not complete until the mid-1980’s and it wasn’t until after widespread publication of the theory that the Hidden Markov Model became the preferred method for speech recognition[17,18]. The popularity and use of the HMM as the main foundation for automatic speech recognition and understanding systems has remained constant over the past three decades, especially because of the steady stream of improvements and refinements of the technology. A weighted Hidden Markov Model algorithm and a subspace projection algorithm are proposed by Su and Lee , to address the discrimination and robustness issues for HMM based speech recognition[19]. A new hybrid algorithm based on combination of HMM and learning vector were proposed by L.R.Bahl et.al [20]. Learning Vector Quantization (LVQ) method showed an important contribution in producing highly discriminative reference vectors for classifying static patterns [21]. The Maximum Likelihood (ML) estimation of the parameters via Feedback (FB) algorithm was an inefficient method for estimating the parameters of HMM. To overcome this problem, Adoram Erell et.al. in their paper proposed a corrective training method that minimized the number of errors of parameter estimation [22]. A novel approach for a hybrid connectionist HMM speech recognition system based on the use of Neural Network (NN) showed the important innovations in training the Neural Network. Nam Soo Kim et.al. have presented various methods for estimating a robust output probability distribution (PD) in speech recognition based on the Discrete Hidden Markov Model (DHMM) [23,24]. An extension of the Viterbi algorithm made the second order HMM computationally efficient when compared with the existing Viterbi algorithm. Mark J. F. Gales et.al [25]. Investigate the use of Gaussian selection (GS) to increase the speed of a large vocabulary speech recognition system [26]. The theoretical frame work for Bayesian adaptive training of the parameters of Discrete Hidden Markov model (DHMM) and Semi Continuous HMM (SCHMM) with Gaussian mixture state observation densities were proposed by Qiang Huo et.al [27]. The proposed maximum a- posteriori (MAP) algorithms discussed are shown to be effective especially in the cases in which the training or adaptation data are limited.

V. SURVEY OF NEURAL NETWORKS FOR SPEECH RECOGNITION

Another technology that was (re)introduced in the late 1980’s was the idea of artificial neural networks (ANN). Neural networks were first introduced in the 1950’s, but failed to produce notable results initially [28]. The advent, in the 1980’s, of a parallel distributed processing (PDP) model, which was a dense interconnection of simple computational elements, and a corresponding “training” method, called error back-propagation, revived interest around the old idea of mimicking the human neural processing mechanism. A particular form of PDP, the multilayer perceptron, received perhaps the most intense attention then, not because of its analog to neural processing but due to its capability in approximating any function (of the input) to an arbitrary precision. Early attempts at using neural networks for speech recognition centered on simple tasks like recognizing a few phonemes or a few words (e.g.,isolated digits), with good success [29]. However, as the problem of speech recognition inevitably requires handling of temporal variation, neural networks in their original form have not proven to be extensible to this task. In this context, two different classes of neural networks which consider the correlation between the temporal structures in the speech patterns were proposed: Time-Delay Neural Networks (TDNNs) and Recurrent Neural Networks (RNNs) [30,31]. TDNNs can be considered as a special type of the well-known Multilayer Perceptron (MLP) in which input nodes integrate shift registers (or time delays). Although these systems have shown to achieve good results on phoneme or isolated word recognition tasks, ANNs have not been successful on more complex tasks as continuous speech recognition. The main reason for this lack of success has been their inability to model the time variability of the speech signal even when recurrent structures are used.
VI. SURVEY OF HYBRID ANN/HMM FOR SPEECH RECOGNITION

To overcome these difficulties, several researchers have proposed the so-called Hybrid ANN/HMM-based ASR systems. The basic idea underlying these schemes is to combine HMMs and ANNs into a single system to get benefits from the best properties of both approaches: the ability of HMMs to model the time variability of the speech signal and the discrimination ability provided by ANNs. In the initially proposed approach of hybrid systems, ANN is used to estimate jointly all the HMM state emission probabilities [32,33]. Several types of neural networks have been used for this purpose: MLPs [33-48], RNNs [34] and Radial Basis Function (RBF) networks [35-50]. Other approaches for speech recognition use Predictive Neural Networks [36, 37] which capture the temporal correlations between acoustic vectors. Finally, in the hybrid ANN/HMM system proposed [38], ANNs are used to estimate phone posterior probabilities and these probabilities are used as feature vectors for a conventional GMM (Gaussian Mixture Model) - HMM recognizer. This approach is called Tandem Acoustic Modeling and it achieves good results in context-independent systems. Numerous studies show that hybrid systems achieve comparable recognition results than equivalent (with a similar number of parameters) HMM-based systems or even better in some tasks and conditions. Even though, they present a better behavior when a little amount of training data is available, this, hybrid ANN/HMM have not been yet widely applied to speech recognition, because of the some of the problems which still remain open; such as the design of optimal network architectures and the difficulty of designing a joint training scheme for both, ANNs and HMMs.

VII. SURVEY OF SVM AND HYBRID SVM/HMM FOR SPEECH RECOGNITION

A number of innovations took place in the field of pattern recognition. The problem of pattern recognition, which traditionally followed the framework of Bayes' which required estimation of distributions for the data, was transformed into an optimization problem involving minimization of the empirical recognition error [39]. This fundamental change of paradigm was caused by the recognition of the fact that the distribution functions for the speech signal could not be accurately chosen or defined, and that Bayes' decision theory would become inapplicable under these circumstances [40]. After all, the objective of the design of a recognizer should be to achieve the least recognition error rather than the best fitting of a distribution function to the given (known) data set as advocated by the Bayes criterion. The concept of minimum classification or empirical error subsequently spawned a number of techniques, among which discriminative training and kernel-based methods such as the support vector machines (SVM) have become popular subjects of study [40,41]. The improved discrimination ability of SVMs has attracted the attention of many speech technologists. However, its application to ASR is by no means straightforward. Variable time duration of the acoustic speech units has prevented ASR from being approached as a simple static classification problem. In fact, this has been for many decades one of the fundamental problems faced by the speech processing community and the main reason for the success of the HMMs. The main problem stems from the fact that conventional kernels can only deal with vectors of fixed length. Standard parameterization techniques, on the other hand, generate variable length sequences of feature vectors depending on the time duration of each speech utterance. Different approaches have been proposed to deal with the variable time duration of the acoustic speech units [42, 43]. The first one is Thai tone recognition in which they try to classify the five different lexical tones in that language: mid, low, falling, high and rising. They have proposed different feature length normalization procedures for each of them. Several ways of preprocessing the speech sequence to obtain a fixed dimension vector are analyzed for a noisy digit recognition task [44]. To solve the problem of the computational complexity of the SVM classical formulation by using an alternative Lagrangian one on the TIMIT database has been attempted [45]. Some hybrid approaches have also been proposed by the speech community [46,47]. Here the non-uniform distribution of analysis instants is provided by the internal states transitions of an HMM with a fixed number of states and a Viterbi decoder is used for dimensional normalization. In another work, it is acknowledged the fact that the classification error patterns from SVM and HMM classifiers can be different and thus their combination could result in a gain in performance [48]. Some new methods were introduced that belong to the family of methods based on sequence kernels, which try to solve the problem of different length sequences by adapting the kernel of the SVM to one that can work with samples of variable dimensionality [49,50]. The new approach, called Dynamic Time Alignment Kernel (DTAK) method has been proposed which uses as a kernel, where the score is obtained by means of a Dynamic Time Warping (DTW) algorithm. This seems simple and effective, which rescues an old technique of speech recognition: Dynamic Time Warping (DTW). They applied this technique to isolated words only [49].

VIII. SOFTWARE TOOLS FOR SPEECH RECOGNITION

The success of statistical methods caused the development of several new speech recognition systems including the Sphinx system from CMU, the BYBLOS system from BBN and the DECIPHER system from SRI [51,52,53]. CMU’s Sphinx system successfully integrated the statistical method of hidden Markov models with the network search strength of the earlier Harpy system. Hence, it was able to train and embed context-dependent phone models in a sophisticated lexical decoding network, achieving remarkable results for large-vocabulary continuous speech recognition. The system that was made available by the Cambridge University team (led by Steve Young), called the Hidden Markov Model Tool Kit (HTK), was one of
the most widely adopted software tools for automatic speech recognition research [54].

**IX. TECHNOLOGIES FOR ROBUST SPEECH RECOGNIZER**

Following are the efforts made by few researchers to deal with different technical problems related to speech. Such as the sources of variability, noise etc. Not much work has been done on noisy speech recognition in the last two decades. One of the important methods introduced is the minimum mean square error (MMSE) method which is an estimate of the filter log energies. This has introduced a significant improvement over existing algorithms and is proposed by Adoram Erell and et.al [55]. A model based spectral estimation algorithm is derived that improves the robustness of ASR system to additive noise [56]. This algorithm is tailored for filter bank based systems where the estimation should seek to minimize the distortions as measured by the recognizers distance metric. Another model based spectral estimation algorithm is derived to improve the robustness of speech recognition in noisy environment [57]. Various techniques were investigated to increase the robustness of speech recognition systems against the mismatch between training and testing conditions, caused by background noises, voice individuality, microphones, transmission channels, room reverberation etc. Major techniques include the maximum likelihood linear regression (MLLR), the model decomposition, parallel model composition (PMC), and the structural maximum aposteriori (SMAP) method for robust speech recognition. Mazin G.Rahim et.al. present a signal bias removal (SBR) method based on maximum likelihood estimation for the minimization of the undesirable effects which occur in telephone speech recognition system such as ambient noise, channel distortions etc [58-62]. A maximum likelihood (ML) stochastic matching approach to decrease the acoustic mismatch between test utterances, and a given set of speech models was proposed to reduce the recognition performance degradation caused by distortions in the test utterances and/or the model set [63]. A new approach to an auditory model for robust speech recognition for noisy environments was proposed [64]. The proposed model consists of cochlear band pass filters and nonlinear operations in which frequency information of the signal is obtained by zero-crossing intervals. Compared with other auditory models, the proposed auditory model is computationally efficient, free from many unknown parameters, and able to serve as a robust front-end for speech recognition in noisy environments. Uniform distribution, is adopted to characterize the uncertainty of the mean vectors of the CDHMM's [65]. This works proposed two methods, namely, a model compensation technique based on Bayesian predictive density and a robust decision strategy called Viterbi. The proposed methods are compared with the conventional Viterbi decoding algorithm in speaker independent recognition experiments on isolated digits and connected digit strings, where the mismatches between training and testing conditions are caused by: 1) additive Gaussian white noise, 2) each of 25 types of actual additive ambient noises, and 3) gender difference. In an another attempt, a novel implementation of mini-max decision rule for continuous density hidden Markov model based robust speech recognition was proposed [66].

**X. SURVEY BASED ON TASK/DOMAIN**

Isolated digit recognition, Connected digit recognition, Continuous Speech recognition and spontaneous speech recognition are the common type of domains on which speech recognition works/operates. A survey on each of these tasks is outlined below.

A. **Isolated Digit Recognition Task**  
Davis et.al from Bell laboratories built the isolated digit recognizer for a single speaker [67]. Another effort was from Japan where the digit recognizer hardware was built by Nagata and co-workers at NEC Laboratories [68]. In Malay language, a speaker independent recognizer was built by Al-Haddad et al in 2007 using Discrete Time Wrapping methods [69]. In 1985 L.Rabiner et.al have developed isolated digit recognizer based on Hidden Markov Model with continuous mixture density [70]. In 1990, Neural Prediction models being used by Iso to develop speaker independent digit recognizer [71]. Sakoe et.al have used Dynamic programming Neural Networks for digit recognition and the result was compared with that of HMM [72].

B. **Connected Word Recognition Task**  
Connected word speech recognition is the system where the words are separated by pauses. It is a class of fluent speech strings where the set of strings are derived from small-to-moderate size vocabulary such as digit strings, spelled letter sequences, combination of alphanumeric etc. Rabiner et al. analyzed three algorithms designed for connected word recognition: Two level DP approach, Level Building approach and One Pass approach [73]. These algorithms differ in computational efficiency, storage requirement and ease of realization in real time hardware. Garg et al. have developed a speaker dependent connected digits recognition system by applying unconstrained Dynamic time warping technique in which they recognized each digit by calculating distance with respect to matching of input spoken digit with stored template [74].

C. **Continuous Speech Recognition (CSR)**  
Mohammad A. M. et al. worked for the development of continuous speech recognition system on Arabic Language using Sphinx as well as HTK tools [75]. Five-state Hidden Markov Models (HMM) having 3 emitting states for triphone acoustic modeling were used. Their statistical Language model contained unigrams, bigrams, and trigram. This system was tested for different combinations of speakers and sentences. To ensure and validate the pronunciation correctness of the speech data, a manual human classification and validation of the correct speech data was conducted. A round robin technique was applied for fair testing and evaluation of this system and to make this system speaker independent. The word recognition accuracy was best for different speakers with similar sentences and was least for different speakers.
and different sentences. These problems have a solution in the additional morpeme level of speech signal representation. Ronzin and Karpov kept these factors into consideration while developing a large vocabulary continuous speech recognition system [76]. On incorporation of morpeme level, the size of needed vocabulary got reduced. HMM with mixture Gaussian probability density function was used as an acoustic model. They studied the peculiarities of Russian language to a great depth such as longer size of Russian words, set of accents and dialects, strict grammatical constructions, diverse phonetic structure. They applied dynamic warping of sentences to create a search of optimal matching of two sentences. Recognition accuracy of morpeme based recognizer came about 95% which was found to be 1.7 times faster than word based recognizer. Another work was on Vietnamese language. It is a syllabic tonal language with six tones where each syllable has only one tone. The meaning of the word depends on the tone. Keeping this factor into consideration, Thang Tat Vu et al. developed a LVCSR for Vietnamese language and applied the combination of Mel Frequency Cepstral Coefficient (MFCC) and F0 features and bigram language model to improve the accuracy of their ASR. Incorporation of F0 gave a significant increase of around 10% in recognition accuracy [77]. For better speech recognition on small size of trained speech data, another smaller component has been used i.e. sub-syllable. For example, Chinese is a mono-syllable and tonal language in which each syllable of a character is composed of an initial and a final tone. Huang feng-long used sub-syllable for generating features while developing an independent speech recognition system using HMM for small vocabulary [78]. To improve the performance, they applied keyword-spotting criterion. This criterion has a basis that in spite of the ASRs being guided by grammatical constraints, speaking natural sentences and noise lowers the performance of an ASR. Sinhala is one of the less-resourced non-Latin language for which speaker dependent continuous speech recognizer have been developed using HTK by Nadungodage and Weerasinge [79]. A considerable increase in the size of vocabulary for continuous speech recognizer due to the differences between written and spoken Sinhala, pushed them to take only written Sinhala vocabulary.

D. Spontaneous Speech Recognition

In order to increase recognition performance for spontaneous speech, several projects have been conducted. In Japan, a five year national project “Spontaneous Speech: corpus and processing technology” was conducted [80]. A world-largest spontaneous speech corpus, “Corpus of Spontaneous Japanese(CSJ) “ consisting of approximately 7 M words, corresponding to 650 hours of speech, was built, and various new technique were investigated. A spontaneous speech is a speech which is natural sounding and not rehearsed. An ASR for such a speech handles a variety of natural speech features i.e. words being run together, “ums”, “ahs” and slight stutters. Usually recognition accuracy drastically decreases for spontaneous speech [80, 81]. One of the major reasons for this decrease is that acoustic and language models used up until now have generally been built using written language or speech read from a text. In spontaneous speech, pronunciation variation is so diverse that multiple surface form entities are needed for many lexical items. Kawahara et al. have found that statistical modeling of pronunciation variations integrated with language modeling is effective in suppressing false matching of less frequent entries [82]. Another difficulty of spontaneous speech recognition is that generally no explicit sentence boundary is given. Therefore, it is impossible to recognize spontaneous speech sentence by sentence. Lussier et al. investigated combinations of unsupervised language model adaptation methods for CSJ utterances. Shinozaki et al. have proposed a combination of cluster-based language models and acoustic models in the framework of a Massively Parallel Decoder (MPD) to cope with the problem of acoustic as well as linguistic variations of utterances [83, 84].

XI. CONCLUSION

Speech recognition technology is a fast developing area, with the onus currently on user friendly gadgets designed to serve the general public. The advancement of this technology from machines that can partially mimic human speech capabilities to the designing of a machine that can function like an intelligent human is a foregone conclusion. However the barriers that challenge and confound this surge to a fully fledged success are yet to be breached. Presumably many years will pass before natural conversation between human beings and machines becomes a reality.
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