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Abstract—Braille is a very important communication code for low vision and blind people. Recently, there has been an increasing trend to use computers for entering, editing and printing Braille documents using special purpose software and printers. Also, there is a large number of old Braille documents that have started to wear out and they need to be reproduced so that they can be preserved and copies made available to many people. Hence, the motivation of this research is the need to duplicate many of Braille documents automatically in a very easy manner (like traditional photocopying machine) to be preserved and copies made available to many people. Implications of this research include building a Braille Copier machine that produces copies of Braille documents in exact format regardless of the language used. In addition, this machine is able to work as two-in-one (Coping and Printing). The method used requires optical recognition and image processing techniques so that Braille papers can be copied in a similar way to copying ordinary printed text. The results obtained were excellent as we were able to copy Braille documents successfully for both single and double sided papers.

Index Terms—Braille Image Segmentation, Braille Cells, Verso dots, Recto dots, Grid formation and Cell Detection

I. INTRODUCTION

Braille is a reading and writing system which enables blind and partially sighted persons to read and write through touch. Braille system was invented by Louis Braille in 1824. It generally consists of cells of six raised dots which are arranged in three rows and two columns. These six positions of dots are arranged to give just 64 different Braille codes “characters”. Braille documents are essential communication means allowing blind and partially sighted persons to read and write through touch. There are established standards for the production of Braille that determine the height and diameter of a dot, the spacing between dots and between characters. Since the past two decades, there has been an increasing trend to use computers for entering, editing and printing Braille documents using special purpose software and printers. Computerized systems can now produce Braille documents from ASCII text. But these Braille documents are possibly weak or exposed to damage. Therefore, they must be reproduced so that they can be preserved and copies made available for many people.

Manual transcription reproduction method is laborious, error-prone and costly; hence there is an important need for a system to automatically reproduce Braille documents. There are many existing methods for reading and translating Braille documents. One of such methods is the use of an Optical Braille Recognition system (OBR) to scan the Braille document and convert it into normal ASCII text, and then print it using a Braille embosser. In this regard, there have been many attempts to perform optical Braille page recognition using different methods. Dubus et al. [1] proposed an algorithm called a Lectobraille to translate relief Braille into Black-ink and convert it to printed text using an image processing technique. Mennens et al. [2] developed an optical recognition system based on a commercially available scanner to recognize Braille writing documents. However, this system cannot manipulate deformation in the dot grid arrangement. A flatbed scanner is used by Ritchings et al. [3] to scan both single and double-sided Braille documents at 100dpi and at 16 grey-levels with few image-based operations. These operations are used to skew Braille characters based on character-region search and to handle the variation in positions of characters based on a fixed grid. But the fixed grid caused some problems in Braille recognition. Blenkhorn [4] presented a method for converting Braille dots into print by using a finite state system to hold the current context with right context and then check what was achieved by using matching algorithms. This system was designed to be configurable for a wide range of languages and character sets. Also, Hentzschel and Blenkhorn [5] introduced a system for optical Braille recognition based on twin shadows technique, which subtracts two images of the same Braille page, where each image was taken under different illumination conditions. This system can locate and extract the Braille dots in Braille images as pairs of white and black spots, where each pair of white and black spots represents a single Braille dot, and if some pairs are lost, false ones are formed. However, this system did not detect the distances between Braille dots automatically. Oyama et al. [6] proposed a dot detection module incorporated in the OBR system to detect both recto and verso Braille dots on both single and double sided pages. The problem in this work was due to the difference in light reflectance between recto and verso dots. Ng et al., [7] presented an automatic Braille recognition system to translate Braille documents into English or Chinese text using edge enhancement, noise filtering and boundary detection techniques. The recognition rates were good; but, there is no explanation about grid deformed input, nor its effectiveness. A portable device has been designed by Murray and Dais [8] for optically scanning embossed Braille and conversion of the scanned text to binary Braille representation. Since the user of this device is in charge of managing the orientation of scanning, only a small part is scanned at a time, and grid
deformation is not a main concern. An easier algorithm was used to give efficient and immediate translation of Braille codes. Wong et al. [9] proposed an OBR system that is capable of recognizing a single-sided Braille page in addition to preserving the format of the original document in the produced text file. The algorithm processes the image one row at a time reducing the computation time significantly. This recognition module is designed to work with threshold images resulting from the half-character detection module. The classification process is carried out using a probabilistic neural network. Antonacopoulos and Bridson [10] proposed Braille recognition system to identify Braille dots on both single and double-sided documents of average quality where many improvements were added to increase the cost-effectiveness and usability of the system. This approach is similar to the approach proposed by [3] but solves the problem caused by the fixed grid by using a flexible grid. The results reported for this system were over 99%, while Braille characters were also correctly recognized in over 99% of documents of average quality (in both single and double-sided documents). Falcón et al. [11] presented the development of Braille-Lector system that translates Braille scanned images into normal text, as well as speaking the translated text. Braille-Lector is a robust application with innovative thresholding and Braille grid creation algorithms which detects and reads Braille characters. The results reported were 99.9% of correct symbols and an error variance below 0.012. The conversion time reported is only 26 seconds for double-sided documents by using MATLAB programming language. Namba and Zhang [12] proposed the Braille image recognition system by CNN (Cellular Neural Network) for associative memory. Their system consists of three stages: pre-processing, feature extraction, and recognition. Pre-processing stage is achieved by gray-scale inversion, binarization, noise removal, dilation, and normalization. Feature extraction stage is achieved by downsizing, and adjustment on the pre-processed image. In recognition stage, representative binary patterns (±1) are stored in CNN; and based on an input pattern obtained by image processing, CNN self-recalls a pattern, which is considered as the final recognition result. The authors have obtained a good recognition rate (87.9%). Al-Salman et al. [13] developed a system to recognize an image of embossed Arabic Braille, both single and double sided and then convert it to text. This work helped to build a fully functional Optical Arabic Braille Recognition system. This has two main tasks, first is to recognize raised Braille cells, and second is to convert them to regular text. The results obtained were 99% of the dots are correctly recognized on both single and double sided Braille documents. There is a practical study on the development of a wearable sensor system for reading Braille is introduced by Tanaka et al. [14]. This study is intended to develop a compact tactile sensor system which uses a polyvinylidene fluoride (PVDF) film for the sensory receptor. Many of novel approaches are proposed by AL-Saleh et al. [15] and Al-Salman et al. [16] to detect and recognize Braille characters embossed on Braille document based on between-class variance with gamma distribution and a mixture of beta distributions in an attempt to increase the accuracy of OBR. Recently, there are many attempts Al-Shamma and Fathi [17] and Padmavathi et al. [18] for Braille recognition and conversion into text and voice. In addition, Shreekanth and Udayashankara [19] introduced a review traces the earlier works carried out by the researchers on the development of OBR and highlighted the existing OBR solutions with special emphasis on dot recognition of the embossed Braille image characters. However, the results of all previous methods were obtained when there was no rotation in acquired Braille documents. They focused merely on converting a Braille document into a Braille image and translating it into a natural language. The reproduction (copying) of the Braille document is very important when these documents need to be preserved and made available for many people. None of these methods mentioned here were able to copy the exact Braille document. Tetsuya and Susumu [20] introduced one of the current methods in this direction is to use a Braille Thermoform Machine using a piece of thermal-sensitive material, and melt the material on the document to be reproduced. While this method produces an accurate replica of the original document, it is very primitive, generates a single copy at a time, produces a bad smell because of heating, cannot be used either for double-side Braille paper, for plastic Braille documents, or make a copy on normal Braille paper; and the quality and resolution of the Braille dots (of the original document) are degraded as a result of the process. Another method is to use an Optical Braille Recognition system (OBR) to scan the Braille document, convert it to normal ASCII text and then print it using a Braille embosser. The problems with this method are: first, the new Braille document loses the format of the original document. Second, the OBR has to recognize the original language in order to convert it to text, so if it works for specific language it may not work for other languages. Moreover, there is a time overhead for Braille-to-Text translation. The rest of this paper presents the achieved work of building the Braille Copier (BC) with some testing results.

II. PROPOSED BRAILLE COPIER SYSTEM

Braille Copier system is composed of a computer connected to a flatedbed scanner, a touch screen and a Braille embosser. All of these components are assembled to configure our Braille Copier as an integrated machine. A yellow transparent plastic can be placed above the scanner glass plate. This is needed when the user tries to scan the Braille document which is embossed on the white paper; it will be difficult to differentiate between the light regions of the dot and the paper background. As a result, we cannot identify and detect Braille dots. Fig. 1 shows the Braille Copier system and the flow of the copying process. The process starts with an original Braille document which will be scanned by flatedbed scanner to produce an image. The image is processed in the subsequent stage by using image processing techniques to detect Braille dots and cells. The ASCII codes that correspond to the detected cells will be sent to the Braille embosser which will reproduce one or more copies of the Braille document.
correct detection and extraction of dots composing of Braille characters, a grid is formed to contain the Braille dots. We identified a recto dot by a light region that exists above a dark region as shown in Fig. 4. In the same way, we identify a verso dot in double sided document by a light region that exists below a dark region as shown in Fig. 5.

**B. Applying Image Processing Techniques**

A number of image processing techniques, in addition to scanning Braille document stage, can be applied to process Braille dots in Braille images. These techniques include image segmentation, image rotation, and grid formation for dot detection and cell detection. In this section, we will explain these techniques.

1) Braille Image Segmentation

The three modes of a histogram of a Braille image represent the following three classes of pixels: (i) Mode 1: represents the dark region of a recto and verso dot. (ii) Mode 2: represents the background. (iii) Mode 3: represents the light region of a recto and verso dot (See Fig. 4 and Fig. 5). The problem of segmentation is the estimation of thresholds T1 and T2 for separating the three classes. We assume that a histogram of a Braille image is a combination of three Beta distributions. The Beta distribution is a continuous probability distribution with the probability density function (pdf) defined on the interval [0, 1] [21]:

\[
f(x, \alpha, \beta) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha) \Gamma(\beta)} x^{\alpha - 1} (1 - x)^{\beta - 1} \]

Where \( \alpha \) and \( \beta \) are the shape parameters of the distribution and must be greater than zero, \( x \) is a random variable, and it must be between 0 and 1. The Beta distribution can take different shapes depending on the values of its two parameters \( \alpha \) and \( \beta \). The histogram \( h(x) \) of a Braille image can be written as:

\[
h(x) = p_1 f(x, \alpha_1, \beta_1) + p_2 f(x, \alpha_2, \beta_2) + p_3 f(x, \alpha_3, \beta_3)
\]

The estimated threshold \( T_i^{\text{new}} \) of a Braille image can be calculated using the following formula [21]:

\[
T_i^{\text{new}} = 1 - \frac{A - B \log(T_i^0)}{C} - e
\]

Where \( A = \log\left(\frac{p_i K_i}{(p_{r+i} K_{r+i})}\right) \), \( B = \alpha_i - \alpha_{i+1} \), \( C = \beta_i - \beta_{i+1} \), and

\[
K_r = \frac{\Gamma(\alpha_r - \beta_r)}{\Gamma(\alpha_{r+1} - \beta_{r+1})}, r = i, i+1
\]

The statistical parameters of the histogram \( (p_i, \alpha_i, \beta_i) \); \( i = 1, 2, 3 \) are estimated using the stability of thresholding algorithm [21].
2) Braille Image Rotation

The cells in Braille document are arranged in horizontal and vertical directions. Hence, the dots in Braille document are also arranged in horizontal and vertical directions. Due to some reasons of copying Braille document, there are many Braille documents where cells are not arranged in horizontal and vertical directions (See Fig. 6a). This has made the processing of dots and cells detection more difficult. To solve this problem, we rotated the Braille image by arranging the cells in right directions using the information in segmented image [5]. In Fig. 6b, the original Braille image is rotated where all dots are arranged in horizontal and vertical directions. Braille image rotation is achieved by the using binary search algorithm to arrange cells in horizontal and vertical directions. The maximum degree of recognizing a rotated image is 4 degrees from either the left or the right side.

To calculate the rotating degree, we have used the following algorithm:

Algorithm:

A. After Braille image segmentation, we select either the dark or the bright part that resulted from segmentation and delete the other part.

B. Horizontal projection is performed to count the number of pixels in each row for the selected part in the previous step. Then we calculate those rows having more than 10 points.

C. The image is rotated 4 degrees one time to the left and one time to the right; and in each time, step (2) is repeated.

D. Calculate the number of rows in the image in its three cases (right/ left/ middle) we have either of the two possibilities:
   • If the number of rows for the right side and the left side are the same, then the image is not rotated and we stop here.
   • If the number of the rows for the right side and the left side are different, then the image is rotated and we proceed to step E.

E. At this step we have two possibilities as well:
   • If the number of rows in the right side is less than that for the left side then we set the middle point calculated in the fourth step to be the new starting point for the left side. We then calculate the number of rows for this new middle point for both the right and left sides.
   • If the number of rows in the left side is less than that for the right side then we set the middle point calculated in the fourth step to be the new starting point for the right side. We then calculate the number of rows for this new middle point for both the right and left sides.

F. Repeat steps D and E as long as half the difference between the right and left deviation is more than 1/16.

After determining the deviation degree, we rotate the original gray image and then repeat steps A and B for the rotated image.

3) Grid Formation for Cell Detection

The procedure presented in this section is used for detecting recto dots from double-sided Braille documents. In order to accomplish this task, a grid is first formed using the segmented image and then the detection of dots follows. The grid is formed by, first selecting a starting dot and then generating horizontal lines with regular intervals and vertical lines. Horizontal lines generation is straightforward being compared with vertical lines generation. This is due to the regular horizontal arrangement of Braille cells opposed to the irregular vertical arrangements of cells. Therefore, we cannot predict the spaces between cells in the same line and draw vertical lines accordingly. After a grid with each of the recto dots contained within a box has been formed, recto dots detection should then take place. Starting from the first horizontal block in the resulting grid; only boxes are checked with certain size range. For each box in the grid, a test is carried out to decide whether it holds a recto dot or not. If a recto dot is found then it will be drawn on the output image in the same location. The output of this step is an object file that contains the coordinates of the top-left corner of each found recto dot. Verso dots are detected in a similar way. Having identified all possible valid dots, the system defines the region containing all the dots such that no dots exist outside this region. We know that there are standard distances between dots inside a cell (See Fig. 3). Also there are standard distances between cells in Braille image. Based on these distances, the Braille cells can easily be recognized.

4) Cell Detection

The purpose of this process is to detect the whole Braille cell and store it along with its location. This information is going to be used later at the printing stage. We have used arrays for storing Braille cells. For each side of Braille document, we used one dimension array to store all Braille cells in that side. Each element of the array points to another array that has six elements representing the six dots in a cell. The authors of the accepted manuscripts will be given a copyright form and the form should accompany your final submission.

C. Braille Printing

The detected cells from the previous step will be an input to the printing stage. The Braille embosser is controlled through programming interface and using standard Windows APIs. The printing command expects the ASCII code for each Braille cell in the document along with its coordinates and Braille font. In case of double sided documents, we send two pages to the printer and it will emboss them in one double sided paper. The cells are composed of zero or more dots; those dots will be used to identify the ASCII code of the whole cell. In order to make the Braille Copier works for any Braille document regardless of the original language, we will not convert the detected cells to its corresponding letter in any language. Instead, we created a lookup table (Table 1) of all the possible combinations of Braille dots in each cell starting...
from zero dots (no raised dots) to six raised dots. An alternative approach is to send each single dot with its coordinates to the embosser, yet this approach made the copying process very slow. The Braille embosser is controlled through our *Braille Copier*’s interface using these two steps:

1. It allocates the ASCII code for each cell using the lookup table. We do this for all the cells in each line of the Braille document.
2. Then, it draws the processed cells in line with their coordinates \((x, y)\).

It repeats the two steps for each line of the Braille document line by line and sends the Braille page to the printer (embosser).

### Table 1. ASCII Codes Mapping

<table>
<thead>
<tr>
<th>Combination</th>
<th>Table Index</th>
<th>ASCII Code</th>
<th>Cell</th>
<th>Combination</th>
<th>Table Index</th>
<th>ASCII Code</th>
<th>Cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>64</td>
<td>1</td>
<td>32</td>
<td>65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>96</td>
<td>16</td>
<td>33</td>
<td>97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>68</td>
<td>15</td>
<td>34</td>
<td>69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>3</td>
<td>100</td>
<td>106</td>
<td>35</td>
<td>101</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>90</td>
<td>14</td>
<td>36</td>
<td>82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>5</td>
<td>112</td>
<td>106</td>
<td>37</td>
<td>115</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>6</td>
<td>80</td>
<td>105</td>
<td>38</td>
<td>85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>416</td>
<td>7</td>
<td>176</td>
<td>1416</td>
<td>39</td>
<td>137</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>66</td>
<td>13</td>
<td>40</td>
<td>67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>9</td>
<td>98</td>
<td>136</td>
<td>41</td>
<td>99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>10</td>
<td>70</td>
<td>135</td>
<td>42</td>
<td>71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>356</td>
<td>11</td>
<td>102</td>
<td>1356</td>
<td>43</td>
<td>103</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>12</td>
<td>82</td>
<td>1356</td>
<td>44</td>
<td>85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>346</td>
<td>13</td>
<td>134</td>
<td>1346</td>
<td>45</td>
<td>115</td>
<td></td>
<td></td>
</tr>
<tr>
<td>345</td>
<td>14</td>
<td>86</td>
<td>1345</td>
<td>46</td>
<td>87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3456</td>
<td>15</td>
<td>138</td>
<td>1345</td>
<td>47</td>
<td>119</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>72</td>
<td>12</td>
<td>48</td>
<td>73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>17</td>
<td>104</td>
<td>126</td>
<td>49</td>
<td>105</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>18</td>
<td>75</td>
<td>125</td>
<td>50</td>
<td>77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>235</td>
<td>19</td>
<td>108</td>
<td>1235</td>
<td>51</td>
<td>109</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>20</td>
<td>89</td>
<td>1225</td>
<td>52</td>
<td>89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>246</td>
<td>21</td>
<td>120</td>
<td>1224</td>
<td>53</td>
<td>121</td>
<td></td>
<td></td>
</tr>
<tr>
<td>245</td>
<td>22</td>
<td>92</td>
<td>1245</td>
<td>54</td>
<td>93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2456</td>
<td>23</td>
<td>124</td>
<td>1245</td>
<td>55</td>
<td>125</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>24</td>
<td>74</td>
<td>1223</td>
<td>56</td>
<td>75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>235</td>
<td>25</td>
<td>106</td>
<td>1235</td>
<td>57</td>
<td>107</td>
<td></td>
<td></td>
</tr>
<tr>
<td>235</td>
<td>26</td>
<td>78</td>
<td>1235</td>
<td>58</td>
<td>79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2356</td>
<td>27</td>
<td>110</td>
<td>1235</td>
<td>59</td>
<td>111</td>
<td></td>
<td></td>
</tr>
<tr>
<td>234</td>
<td>28</td>
<td>90</td>
<td>1234</td>
<td>60</td>
<td>91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2346</td>
<td>29</td>
<td>122</td>
<td>12346</td>
<td>61</td>
<td>123</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23453</td>
<td>30</td>
<td>94</td>
<td>12345</td>
<td>62</td>
<td>95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23456</td>
<td>31</td>
<td>126</td>
<td>12346</td>
<td>63</td>
<td>127</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We tested this machine on several Braille images (more than 200 images), the results were excellent. In the following, we will show the result of applying our technique to Braille documents. Fig. 8 shows an original image of double-sided Braille document.

**Fig. 8. An Original Double-Sided Braille Image**

Fig. 9 shows the segmented image where there are three classes of pixels. Black pixels represent the background of Braille image, white pixels represent the light regions of recto and verso dots, and gray pixels represent the dark regions of recto and verso dots. Fig. 10 shows the detected recto dots from the double-sided Braille image. Fig. 11 shows the detected recto cells from the double-sided Braille image. We remark that the percentage of recognized cells is almost 100% (more testing is needed, especially with old Braille documents). The same results for verso dots and Braille cells recognition are shown in Fig. 12 and Fig. 13. Finally, Fig. 14 shows an image of the copied double-sided Braille document.

**Fig. 9. Double-sided segmented image**

**Fig. 10. Double-sided recto dots detection**
Also, we tested our machine on single sided Braille documents and the results are shown as follows; Fig. 15 shows an original image of single-sided Braille document. Fig. 16 shows a segmented image where there are three classes of pixels. Fig. 17 shows the detected dots from the image. Fig. 18 shows recognized cells for dots. We remark that the percentage of recognized cells is 100%. Finally, Fig. 19 shows a Braille image of the copied single-sided Braille document.
IV. DISCUSSION

The need to reproduce a copy of Braille documents is significant and the current methods of reproducing Braille documents have many drawbacks. We have completed successfully a proof of the concept of building a Braille Copier (BC) that produces a copy of the original document on plain Braille paper with the exact format regardless of the language. Our method involves using optical recognition and image processing techniques. Braille papers are copied in similar way to copying ordinary printed text. The BC is composed of a computer (a Programmed Chip can be used instead) connected to a scanner, a touch screen and a Braille embosser. The machine task can be summarized into three steps as the following:

- Utilize an ordinary (flatbed) scanner to scan the original Braille document producing an image.
- Process the image: After fixing the skew, detect Braille dots & cells and maintain the parameters of the original document such as paper margins and format.
- Send the ASCII code corresponding to the detected Braille cells to a Braille embosser to produce one or more copies similar to the original Braille document.

The results were very promising. We were able to copy single and double sided Braille documents successfully with the exact format and margins. The BC will detect automatically whether the original Braille document is single or double sided and embosse the same. However, the user can copy just one single side from a double sided Braille document by choosing this option.

V. CONCLUSION AND FUTURE WORK

In this paper, an invented Braille Copier based on image processing techniques is presented. Braille Copier system consists of two main parts, are the system hardware (a computer connected to a scanner for scanning Braille document, a touch screen for dealing with the system interface and controlling the device and a Braille embosser for printing) and the system software (system interface and system algorithms). The system software is very simple and coded in C#. There are three main steps to do the copying process. First step is scanning Braille document. Second step is applying image processing on the scanned Braille image. Finally, third step is printing the ASCII code corresponding to the detected Braille cells to a Braille embosser to produce one or more copies similar to the original Braille document. Experimental results of Braille Copier on several Braille documents indicate that we are able to copy single and double sided Braille documents successfully with the exact format and margins. Future work will be focused on four points. First point is enhancing the recognition component in order to increase the detection ratio even if there is a high degree of skew. Second point is expanding the application to make it copy any raised dots on the paper so that users can copy Braille pages that have simple graphics such as circles and squares. Third point is adding automatic sheet feeder to the machine, which at present is difficult because raised dots make Braille documents stick together thus making the scanner/copier to pull more than one document at a time. Finally, fourth point is checking document size compatibility between the original Braille document and the machine plain paper. Another improvement is to produce another version of the machine with a bigger scanner (A3 size) with lighter components and will be capable of accepting all sizes of Braille papers. Although this research led to build a new machine to duplicate Braille documents successfully and the results obtained were excellent but there are some limitations. The first limitation is that the maximum degree of recognizing a rotated Braille image is four degrees from either the left or the right side. The second limitation is that when a Braille image is upside down. In this case, we need to identify if the document is upside down. For future work, we plan to extend our research to use Hough Transform method to detect any rotation angle of Braille document and context analysis to recognize if Braille document was upside down.
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