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Abstract— Support vector machine (SVM) is a popular pattern classification method with many diverse applications. Group Search Optimizer (GSO) is a new population based optimization algorithm inspired by animal searching behavior for developing optimum searching strategies to find out solutions for continuous optimization problems. This paper presents an experimental analysis of modifications to classical GSO & studies its effects on a GSO-SVM hybrid combination for feature selection and kernel parameters optimization. In the proposed algorithm, three modifications are introduced over classical GSO to improve its global search mechanism. The quality and effectiveness of the proposed methodology has been evaluated on standard machine learning datasets.

Index Terms— Evolutionary algorithm; Group Search Optimizer; GSO; Support Vector Machine; Machine learning; Feature Selection; Kernel parameters.

I. INTRODUCTION

Classification or supervised machine learning is a process wherein the classifier algorithm reasons from externally supplied training instances to produce a general hypothesis and makes predictions about future instances. Several algorithms have been used in the past for classification like Neural Network [1], Support Vector Machine (SVM) [2], Bayesian Networks [3], Rule based Classifiers [4], Fuzzy k-NN [5], Genetic Algorithm (GA) [6], Ant Colony Optimization (ACO) [7], and Particle Swarm Optimization (PSO) [8]. SVMs are a set of related supervised learning methods used for classification and regression. The selection of the optimal kernel parameters is of critical importance to achieve higher classification accuracies while handling learning task with SVMs. Inappropriate parameter settings lead to poor classification results [9]. Selection of optimal subsets of features from the classification data is also important for achieving higher classification accuracies. Features may contain false correlations, which hinder the process of classification. Some features may be redundant since the information they add is contained in other features. One such type of hybrid classical GSO-SVM [10] had been discussed previously by the authors.

The paper is organized as follows: Section 2 presents some of the related works. Section 3 introduces the SVM and Section 4 describes the GSO algorithm. The proposed feature selection & kernel parameter optimization of the SVM classifier with GSO is described in Section 5 and the simulation results are given in Section 6. Finally Section 7 concludes the paper.

II. RELATED WORK

Support Vector Machines being an efficient and popular classifier, extensive amount of research has been carried out in the optimization of classification results of SVM. Zhang, Jack, and Nandi [11] in 2005 developed a GA-based approach to discover a beneficial subset of features for use of SVM for fault detection in machine condition monitoring. Pui and Hong [12] in 2006 presented a simulated annealing approach to obtain parameter values for SVM and applied it to real data. F. Alonso-Atienza et al [13] in 2012 proposed a novel feature selection algorithm based on support vector machines (SVM) classifiers and bootstrap resampling (BR) techniques. Y. Bao et al [14] in 2013 proposed an efficient memetic algorithm based on particle swarm optimization algorithm (PSO) and pattern search (PS) for SVMs parameter optimization. PSO is responsible for exploration of the search space and the detection of the potential regions with optimum solutions and pattern search (PS) is used to produce an effective exploitation on the potential regions obtained by PSO. A novel probabilistic selection strategy is also proposed to select the appropriate individuals among the current population to undergo local refinement.

For achieving true optimization in classification results it is advisable to choose algorithms that combine global and local search performing exploration & exploitation and thereby encompassing the advantages of generality, robustness, efficiency of global search and the quality of rapid convergence toward local minima of local search. Group search optimizer (GSO) is one such nature inspired algorithm which has all these qualities and has been effectively been utilized for optimization problem solving tasks.

III. SUPPORT VECTOR MACHINE (SVM)

SVM which is an efficient and promising data classification technique proposed by Vapnik [15] in (1995), has been widely adopted in various fields of classification problems in recent years. SVM based on the tenets of statistical learning theory is now being routinely used for several binary and multi class classification tasks in different fields.

The RBF kernel is used most frequently, because it can classify multi-dimensional data, unlike a linear kernel function. RBF has fewer parameters to set than a polynomial kernel. Two parameters applied in RBF kernel of SVM are C and γ, & they need to be set appropriately. Parameter C represents the cost of the penalty. The choice of value for C influences on the classification outcome.

IV. GSO ALGORITHM

Group search optimizer (GSO) [16] is a population based optimization algorithm, inspired by animal foraging behavior. GSO Optimization employs the producer–scrounger (PS) model
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and the animal scanning mechanism. The population of the GSO is called a group, where each individual is called a member. A group consists of three types of members: producers, scroungers and rangers. Producers perform producing strategy in the way of animal scanning mechanism; scroungers perform scrounging strategy by joining resources uncovered by others; and rangers search for the randomly distributed resources by random walks. In each generation, the best fit member is treated as the producer, and a number of members except the producer in the group are selected as the scroungers, while the remaining members are regarded as the rangers.

Scroungers follow the producer adopting a random walk towards it. If a better position than the current producer is found by any of the scroungers then in the next searching bout it will switch to be a producer. This switching mechanism helps the group members to escape from local minima in the previous search bouts. Dispersed animals may adopt ranging behavior to explore and colonize new habitats. In each generation, rangers move to the new point based on a random head angle and a random distance.

V. THE PROPOSED GSO-SVM APPROACH FOR FEATURE SELECTION & PARAMETER OPTIMIZATION

A. GSO Member Representation:

Each member in GSO represents a subset of features and the parameter values of RBF kernel of SVM algorithm. Thus each GSO member will have values in ‘2 + n’ dimensions where C & γ are the two RBF kernel parameter settings in addition to the ‘n’ that represents the number of features. The individual GSO member representation is as shown below:

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>γ</td>
<td>A1</td>
<td>A2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>An+2</td>
</tr>
</tbody>
</table>

n= No of Features

Where C & γ are the RBF kernel parameters settings & variable (A1, A2,…….An) are the features of the dataset. If the value of the variable (A1, A2,…….An) is less than or equal to 0.5, then its corresponding feature is not chosen. Conversely, if the value of a variable is greater than 0.5, then its corresponding feature is chosen for making the feature subset. The searching range of parameter C is between 0.01 and 35,000 & for γ is between 0.0001 and 32.

B. Fitness Definition:

Classification accuracy and the number of selected features are the two criteria used to design a fitness function. The fitness of ith member is given by equation (1):

\[
\text{fitness}_i = W_A \times \text{acc}_i + W_F \times \left[1 - \left(\frac{\text{sum}_i \times f_i}{n_F}\right)\right] \quad \text{(1)}
\]

Where \(W_A\) is the weight for the SVM classification accuracy. \(W_A\) is adjusted to 95%.
\(\text{acc}_i\) is the SVM classification accuracy.
\(W_F\) is the weight for the number of selected features. \(W_F\) is set to 5%.

f_i is the value of feature mask - ‘1’ represents that feature i is selected and ‘0’ represents that feature ‘i’ is not selected. n_F is the total number of features.

C. Three Modifications over Classical GSO-SVM:

I. Scrounger-Rangers Selection(SRS) Strategy 1:

In classic al GSO-SVM the percentage of scrounger and ranger is always fixed to 80% and 20 % respectively. This proposed method 1 introduced a random change in the percentage of rangers and scrounger to strike randomness between exploration and exploitation. After every 20 iterations, percentage of scrounger is reduced by 10% and percentage of ranger is increased by 10% to introduce more randomness in the algorithm. With this procedure, the number of scroungers that will keep searching for opportunities to join the resource found by the producer will be decreased and the number of rangers will be increased thereby performing more random search strategies. This method produced results very similar to the results of classical GSO-SVM.

Algorithm : SRS Strategy 1

Initialize the population p

Initialize number of scrounger (s) = 80% of p
Initialize number of rangers (r) = 20% of p
while ( i < max_iter or convergence test met)
if ( i% 20==0)
    s = s - p \times 10% 
    r = r + (s - 1)

For each member, do
    Evaluate current fitness and choose the best fit individual as producer Xp of the group to perform producing
    Randomly select s% members to perform scrounging
    Adjust the rangers to r% to perform ranging operations

II. Scrounger-Rangers Selection(SRS) Strategy 2:

In this strategy, in the first iteration there will be one producer and 80% scroungers and 19% rangers. A counter or threshold number has been taken i.e. t1= 0.8. A random number (r1) will be generated in between 0 to 1. If r1 < t1 then, increase the rangers by generating a random number r2 (whose value lies between 0 to 1). Then the number of ranger will be r2*100 of the population. The number of scroungers will be calculated by reducing the number of rangers & producer from the total population. Ranging is an initial phase of search that starts without any cues leading to specific resource thereby increasing the randomness in the behavior of the algorithm. This procedure is continued for a specified number of iterations.
Algorithm: SRS Strategy 2

Initialize the population \( p \)
Initialize number of scrounger \((s) = 80\%\) of \( p \)
Initialize number of rangers \((r) = 20\%\) of \( p \)
Threshold \( t = 0.8 \)
Generate random no \( r1 \) in between 0 to 1
while ( \( i < \text{max}_\text{iter} \) or convergence test met)
    if \( t > r1 \)
        generate another random no \( r2 \) in between 0 to 1
        \( s = p \times (100 - (r2 \times 100))/100 \)
    else
        \( s = 80\% \) of \( p \)
    \( r = p - (s + 1) \)
For each member, do
    Evaluate current fitness and choose the best fit Individual as producer \( \text{X}_p \) of the group to perform producing
    Randomly select \( s\% \) members to perform scrounging
    Adjust the rangers to \( r\% \) to perform rangings operations
Set \( i = i+1 \)

III. Scrounger-Rangers Selection(SRS) Strategy 3:

In this strategy, a threshold value \( t \) is taken for the fitness value of the population & it is used to vary the number of scroungers & rangers in the population. After every iteration, all GSO member having fitness value less than \( t \) are removed and new members are generated to replace them. This method increased the probability of explorations because low fit individuals are replaced with new individuals in each iteration.

Algorithm: SRS Strategy 3

Initialize the population \( p \)
Initialize number of scrounger \((s) = 80\%\) of \( p \)
Initialize number of rangers \((r) = 20\%\) of \( p \)
Generate random no \( r1 \) in between 0 to 1
while ( \( i < \text{max}_\text{iter} \) or convergence test met)
    For each member, do
        Evaluate current fitness and choose the best fit individual as producer \( \text{X}_p \) of the group to perform producing
        Threshold \( t= 60\% \) of fitness value of \( \text{X}_p \)
        if \( \text{fitness}_\text{value}_\text{of}_\text{current}_\text{member} < t \)
            Remove that member and introduce a new member to replace the removed GSO member
        Randomly select \( s\% \) members to perform scrounging
        Adjust the rangers to \( r\% \) to perform rangings operations
    Set \( i = i+1 \)

VI. SIMULATION RESULTS

The proposed methodology is implemented in Java using the open source java packages of WEKA 3.7.9 machine learning tool developed by Waikato University [17]. Performance is evaluated on the UCI benchmark data sets. The datasets are available at the University of California at Irvine (UCI) Machine Learning repository database [18].

A. Experimental Settings

The initial population of GSO is generated uniformly at random in the search space. The initial head angle \( \Phi \) of each individual is set to be \( (\pi/4 \ldots \pi/4) \). The constant ‘a’ is chosen as round \( (\sqrt{\text{m}+1}) \) where m is the dimension of the search space i.e. number of distinct classes in training dataset. The maximum pursuit angle \( \Theta_{\text{max}} \) is set to be \( \Theta_{\text{max}}/2 \). The maximum pursuit distance \( l_{\text{max}} \) is calculated using equation (2) given below:

\[
l_{\text{max}} = || \text{U} - \text{L} || = \sum_{i=1}^{m} (U_i - L_i)^2 \quad ---- (2)
\]

In the proposed method \( U = 1 \) and \( L = 0 \) for \( i \in \{1, 2 \ldots m\} \).

B. B. Experimental Result Analysis

To measure the performance of the three different strategies the experiments were carried out on 20 standard UCI datasets. The result of the UCI datasets used in the experiments obtained without Feature Selection and with Feature selection is given in Table 1 and Table 2 respectively. Classification accuracy (\%) rates obtained without Feature Selection and with Feature Selection for three different Scrounger-Rangers selection strategies have been shown in the Figure 1 and Figure 2.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>GSO-SVM</th>
<th>SRS Strateg y 1</th>
<th>SRS Strategy 2</th>
<th>SRS Strategy 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australian</td>
<td>86.52</td>
<td>86.52</td>
<td>86.52</td>
<td>87.68</td>
</tr>
<tr>
<td>Breast Cancer</td>
<td>96.84</td>
<td>95.13</td>
<td>96.99</td>
<td>96.99</td>
</tr>
<tr>
<td>Corral</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Cleve</td>
<td>82.43</td>
<td>82.43</td>
<td>85.47</td>
<td>85.47</td>
</tr>
<tr>
<td>CRX</td>
<td>85.65</td>
<td>85.65</td>
<td>86.68</td>
<td>86.68</td>
</tr>
<tr>
<td>Diabetes</td>
<td>79.03</td>
<td>68.53</td>
<td>68.42</td>
<td>72.48</td>
</tr>
<tr>
<td>Flare</td>
<td>84.24</td>
<td>82.24</td>
<td>82.24</td>
<td>82.61</td>
</tr>
<tr>
<td>Glass</td>
<td>78.03</td>
<td>78.03</td>
<td>93.39</td>
<td>69.15</td>
</tr>
<tr>
<td>Heart</td>
<td>85.55</td>
<td>81.68</td>
<td>81.23</td>
<td>85.55</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>89.03</td>
<td>85.72</td>
<td>82.58</td>
<td>85.22</td>
</tr>
<tr>
<td>German</td>
<td>75.04</td>
<td>75.50</td>
<td>75.20</td>
<td>76.20</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>95.44</td>
<td>95.44</td>
<td>95.30</td>
<td>96.15</td>
</tr>
<tr>
<td>Iris</td>
<td>97.33</td>
<td>97.33</td>
<td>98.66</td>
<td>98.66</td>
</tr>
<tr>
<td>Lymphograph y</td>
<td>87.83</td>
<td>87.83</td>
<td>83.13</td>
<td>81.67</td>
</tr>
<tr>
<td>Pima</td>
<td>79.81</td>
<td>79.16</td>
<td>79.42</td>
<td>79.42</td>
</tr>
<tr>
<td>Soybean</td>
<td>93.85</td>
<td>87.75</td>
<td>93.85</td>
<td>95.75</td>
</tr>
<tr>
<td>Sonar</td>
<td>88.94</td>
<td>88.94</td>
<td>88.94</td>
<td>88.94</td>
</tr>
<tr>
<td>Vehicle</td>
<td>81.44</td>
<td>81.44</td>
<td>81.79</td>
<td>82.96</td>
</tr>
<tr>
<td>Vote</td>
<td>94.94</td>
<td>94.94</td>
<td>94.94</td>
<td>95.40</td>
</tr>
<tr>
<td>Vowel</td>
<td>99.69</td>
<td>99.69</td>
<td>99.78</td>
<td>99.69</td>
</tr>
</tbody>
</table>

TABLE I: Classification accuracy (%) rates obtained without Feature Selection for three different Scrounger-Rangers selection strategies
TABLE II
Classification accuracy (%) rates obtained with Feature Selection for three different Scrounger-Rangers selection strategies

<table>
<thead>
<tr>
<th>Data Set</th>
<th>GSO-SVM</th>
<th>SRS Strategy 1</th>
<th>SRS Strategy 2</th>
<th>SRS Strategy 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australian</td>
<td>87.24</td>
<td>87.39</td>
<td>87.68</td>
<td>90.57</td>
</tr>
<tr>
<td>Breast Cancer</td>
<td>97.13</td>
<td>96.56</td>
<td>97.99</td>
<td>97.99</td>
</tr>
<tr>
<td>Corral</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Cleve</td>
<td>84.12</td>
<td>84.12</td>
<td>86.48</td>
<td>87.64</td>
</tr>
<tr>
<td>CRX</td>
<td>87.62</td>
<td>87.24</td>
<td>87.68</td>
<td>87.82</td>
</tr>
<tr>
<td>Diabetes</td>
<td>78.64</td>
<td>68.61</td>
<td>72.78</td>
<td>78.64</td>
</tr>
<tr>
<td>Flare</td>
<td>85.55</td>
<td>84.24</td>
<td>83.95</td>
<td>84.24</td>
</tr>
<tr>
<td>Glass</td>
<td>77.57</td>
<td>75.70</td>
<td>96.55</td>
<td>77.75</td>
</tr>
<tr>
<td>Heart</td>
<td>86.29</td>
<td>81.97</td>
<td>82.65</td>
<td>86.62</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>89.03</td>
<td>87.09</td>
<td>83.24</td>
<td>89.03</td>
</tr>
<tr>
<td>German</td>
<td>75.68</td>
<td>76.40</td>
<td>77.68</td>
<td>77.68</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>96.58</td>
<td>96.58</td>
<td>95.44</td>
<td>97.38</td>
</tr>
<tr>
<td>Iris</td>
<td>97.33</td>
<td>98.66</td>
<td>98.66</td>
<td>98.66</td>
</tr>
<tr>
<td>Lymphography</td>
<td>85.13</td>
<td>87.83</td>
<td>83.56</td>
<td>83.75</td>
</tr>
<tr>
<td>Pima</td>
<td>80.82</td>
<td>79.55</td>
<td>79.81</td>
<td>81.22</td>
</tr>
<tr>
<td>Soybean</td>
<td>95.75</td>
<td>89.89</td>
<td>95.83</td>
<td>96.42</td>
</tr>
<tr>
<td>Sonar</td>
<td>91.82</td>
<td>90.38</td>
<td>91.82</td>
<td>95.78</td>
</tr>
<tr>
<td>Vehicle</td>
<td>83.38</td>
<td>81.83</td>
<td>82.74</td>
<td>84.38</td>
</tr>
<tr>
<td>Vote</td>
<td>96.55</td>
<td>96.55</td>
<td>97.24</td>
<td>96.78</td>
</tr>
<tr>
<td>Vowel</td>
<td>99.79</td>
<td>99.69</td>
<td>99.79</td>
<td>99.79</td>
</tr>
</tbody>
</table>

VII. CONCLUSION
Classification accuracy is highly dependent upon feature selection and parameter optimization. In this paper, a modified GSO based parameter optimization & feature subset selection for a SVM classifier has been proposed. Three different scrounger-ranger selection strategies are discussed in order to improve the performance of the previous traditional GSO-SVM approach. By selecting the optimum feature subsets the dataset has been reduced in addition to selecting the optimum values of RBF kernel parameters. The UCI benchmark dataset has
been used for testing purposes and remarkable increase in classification accuracy has been shown by the methodology. This study has been carried out by focusing on the RBF kernel parameters, however similar procedure can be employed for optimizing other kernel parameters.
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