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Abstract—Humans possess an innate cognitive ability to Their performance is significantly impeded by thregence

recognize faces and identify persons in an instamtaus and
effortless manner. Face Recognition (FR) aims to emelahis
capability using automated mechanisms and has bagethe crux
of research efforts in the domain of computer vigidor the past
two decades. Even though this process of emulatioarduous, it
holds considerable promise in terms of its poteh@gplicability,

and hence, FR has steadily received consistent ma@ssh

attention. The human cognition system generally it® and
recollects images instantly based on necessity agimhilarly,

machine vision replicates this process by storirgages in a
database and accordingly requires to be competefrifyned in

order to accurately recognize faces. In this regardany diverse
algorithms have been proposed over the years withyivg

effectiveness. Therefore in this paper, we meticidlyucompare
the conventional SIFT features method with its Weight PCA
and LDA variants in order to investigate as to whietpproach is
more potent.
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. INTRODUCTION

of extreme variations in terms of factors such as
illumination, expression, pose, occlusion, resolutiand
scale. Therefore, it is a formidable task to cosiviely
declare certainty in matches, but instead the fitibhaof a
match can be established. In order to tackle tlalesiges
posed by the aforementioned parameters, many diard
robust FR algorithms have been proposed over thesye
These algorithms consist of the following two basspects
[14]: (1) Holistic approaches, which consist ofheijues
such as PCA (Principal Component Analysis [11]) aBd\
(Linear Discriminant Analysis [15][16]) and (2) Raeee-
based approaches, like Gabor [19] and Scale Imvaria
Feature Transform-based (SIFT-based) techniqugs Thé
Holistic approaches incorporate the entire facdoredo
carry out feature extraction and thus circumvest ifsues
that are encountered while detecting specific facia
landmarks.

Conversely, Feature-based approaches perform
extraction of the local features from specific teat points
of the face. Typically, holistic approaches yieldpsrior

Face Recognition (FR) [12] technology has witnessg@Sults on images that are acquisitioned underraited

monumental advances in the past two decades, anbleesn
ubiquitously incorporated, not only in security ,[8hw
enforcement [9] and other closely-related field$ &lgo in
the field of commerce. One of the principal reasbekind
the its mainstream presence is its widespread cgiplity
and ease of access of facial images [7] in the fofna
variety of standard credentials such as Drivingerige,
Badges, ldentity cards / Smart cards and so ongchwhi
proffer a legacy of images that can serve in a rerol FR
purposes. FR proffers a myriad of innovative atians
such as the recent employment of driving licenséupés to
ascertain identity in order to curb identity theftdebit card
fraud [9] and other novel biometric applicationsclsuas
FastAccessAnywhere

conditions and consequently, the feature-basedadsthre
considerably robust with respect to variations emts of
expressions or variations in pose. The Scale |awmari
Feature Transform (SIFT) feature extractor, pioedeby
David Lowe [1] is the recent inclusion to the ganuft
feature-based face recognition techniques (see firOhn
in-depth survey of the evolution of facial extracti
approaches). The SIFT approach has a myriad oihclist
properties that makes it a feasible candidate fatching
different images (in the presence of strong scatkratation
variations). Yan Ke [6] in their PCA-SIFT approaftthither
enhanced the local image descriptor utilized byTS#rd
similar to SIFT, their PCA-SIFT descriptors are @ale of

and FaceCrypt which providebustly carrying out the encoding of the saliespests of

smartphone access authentication. In addition, asocthe image gradient in the neighborhood of the feapwints

networking sites such as Facebook, employ it iir theoto
Tagging feature. Due to its widespread, innovatarel
cross-domain applicability, FR has become an iategart

[6]. Rather than utilizing the smoothed weighted histotg
of SIFT, they apply Principal Components Analy$tCA)
to the normalized gradient patch. LDA is also clpselated

of the SMART technological revolution and witnesses novel® PCA in that they both look for linear combinaisoof

advancements on a daily basis.
The algorithms that have been proposed to carryfFBut
range diversely from open-source approaches torigtapy

variables which best explain the data. LDA exdlcit
attempts to model the difference between the claskdata.
In this direction, our proposed work performs ardépth

methods. Although FR systems have been extensivelpmparative study of SIFT, PCA-SIFT and LDA-SIFT

employed over the past few years,
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téchniques to determine as to which technique isemo
efficient.

Il.  SCALE INVARIANT FEATURE TRANSFORM (SIFT)

SIFT (Scale Invariant Feature Transform) [1] is apylar
technique that is robustly invariant to the preseraf
significant variations in terms of rotation, scgliand is also
partially invariant with respect to variations lftumination
and 3D camera viewpoints. SIFT consists of theofaithg

four components [13][17]: (1) Scale-space extrema
detection, (2) key-point localization, (3) oriefbat
Published By:
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assignment,
descriptors.

Each of thesecomponents operate in the followi
manner:

and (4) computation of the -point

A. Scale-space extrema detection

The first computational stage [fvolves the scanning of
all the scale and image locations, byplementing the
Difference-ofGaussian (DoG) functic. DoG identifies
potential interest points [13[which ar¢ invariant with
respect to scale and orientation).

X2+y2
1 e 40’2

Cxy.0)=——

(1)

It is carried out by convolving thisnagewith Gaussian
filters at different scales. Subsequentlye computation of
the difference of the sucaage Gaussie-blurred images is
performed, followed bythe extraction of ey-points as
maxima/minima of the difference of Gaussians attiplel
scales. A DoG image represented as follow

L(x,y,0)=G(X,y,0)*1(X,y) @3]

where L(X, Y,0) denotesthe convolution of the origin
image:

D% y:9)=Cx ykor-Gky o)1 (xy)=LKyko}-Lkyo)
(3)

This operation is illustrated in Fi. Essentially, the
process of scalspace extrema detecticwith the SIFT
algorithm involves theconvolution of the imag¢ with
Gaussian-blurs at different scalesd subsequent the
difference-of-Gaussian images aracquirec from the
adjacent Gaussian-blurred imaglkeasedon a per octave
basis.

Gaussiz Gaysslap (D0GE)

Fig.1: Blurred images at different scale and the
computation of the Difference-ofGaussiar (DoG) images
(1] 13]

SIFT performs theomparison (in the discrete case) \ the
nearest 26 neighborgqrepresented in gree in the
discretized scale-space volumegagidater in Fig 2.
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Fig.2: Local Extrema Detection, the pixel marked X i<
compared against its 26 neighbors in a 3*3*
neighborhood that spans adjacent DoG image[1][13]

B. Keypoint localization

The successive componentthe application of the SIFT
algorithm is key-point localization [1][13]. In order to
computethe location and scale information, a model ied
for each keypoint candidate locatiorThese key-points are
chosen on the basis of theeasurement of their stabil and
the interpolation process isarried ou by utilizing the
quadratic Taylor expansion of the Differe-of-Gaussian
scale-space function [13]The Taylor's expansion is
represented as follows [1]:

T T
D(X)=D+aD X+1 r9D° X
oX 2 oX
(4)

Where x= (X, y) denotethie offset from this poir

C. Orientation assignment

The orientation(s) areassigned toevery key-point
location on the basis ofthe local image gradient
directionsand every subsequent operatio carried out
on the image data [f3] (after it has undergone
transformationyelative to the assigned orientation sc
and location forevery suc feature, thereby rendering
the transformationsinvariant with respect to tt
aforementioned paramet. Initially, the Gaussian-
smoothed imageL(X, y,0)at key-point's scales is
considered in orddo ensure that all the computations
conducted in a scale-invaritfashion. Consider that for a

given sample imagk(X,Y), at a scales, the gradient
magnitude is represented BYX, ), and the orientation
is denoted byd(X, Y) (all of which ar« pre-computed by
utilizing the pixel difference). Then &(X,y) and

M(X, y)can be represented in the following mai
[1][23]:

% y) =\ (LOHLY)-Le-1y)f+ Cy+ L ky- B3 (5)

a(xy) = arctan= X LY) "LX=1y)

(6)

L(x,y-D)-L(x,y—1)

D. Keypoint descriptor

This phase consists oftomputing the key-point
local

descriptors,which is carried out by measuring
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image gradients at the selected scale in the pitxioh the
region around each key-point [1] [13]. These loitahge
gradients are transformed into a representationpgbamits
significant levels of local shape distortion andriination
changes [13]. This process is depicted in Fig.3.

g .

Yan Ke et. al [6] proposed an algorithm intendedlécal
descriptors calledPCA-SFT, which is an extension of the
conventional SIFT descriptor and has several of its
characteristics such as scale, sub-pixel locatiod a
dominant key-point orientations. In this step, a4l patch

is extracted at the given scale which is centeregt the

T

/—':-,* '] ks rf‘-:\ﬁ ‘_'_:1[)5_ é!é chosen key point and is subsequently rotated irerotd
SHESEN Rl Pl I ) — | J adequately align its dominant orientation to a céce
Fra 5" )( ) direction. PCA-SIFT involves the following sequenoé

;/f % steps:

L]

Irsage gradients Heypalnt descriplbor

A. Patch Eigenspace Computation
In order to build the eigen-space, [6] demonstraltes
SIFT also performs the computation of vectors tta implerr_lentatio_n of the first three ;tages of SIFTaattistinct
sufficiently characterize the local image appeagamound Ccollection of images by collecting 21,000 patchEsch
the location of particular features. The SIFT digor Such patch undergoes processing in a manner descolp
utilizes image gradients, instead of intensity ealibecause [6] in order to create a 3042-element vector and
the image derivatives do not vary if an additioraafonstant Subsequently, the application of PCA is performedtioe
value is performed on each pixe|’s intensity_ Egaﬁy, covariance matrix of these vectors. The matrix tuattains
SIFT considers the direction of the gradient, iadtef their the topn eigenvectors is stored and utilized as the prigject
raw magnitude because the gradient directions ailyh matrix for PCA-SIFT. This process is utilized inraatudy
invariant to changes with respect to brightnessamdrast. as it produced favorable results in [6].
SIFT operates by considering the local image gradie

Fig.3.Sift Feature Descriptor

directions and computes their histogram by creating 4

histogram grid around a selected

feature point [(E2ch

such histogram consists of eight bins for grad@réctions,
yielding a 4 x 4 x 8 = 128 dimensional descriptdéence, a gradient vector and subsequently perform its ptimjeconto

feature f contains a 2D location, (f f,) along with a

descriptor vectorgf[1][13].

E. Matching
In the usage of the SIFT algori

thm, the individkay-

B. Feature representation

In the process of searching for the feature vefttoa given
image patch, we build its 3042-element normalizedge

the feature space by utilizing the stored eigerspan ideal
value for the dimensionality of the feature spang Has
been shown to be 206][20]. The conventional SIFT
representation  utilizes  128-element  vectors and
consequently, by employing PCA-SIFT, significant

point descriptors that are extracted from the qyerytest)
images are independently matched with the databdse
descriptors that are extracted from all the trajnimages.
The best match for each descriptor can be found lgy. Matching

identifying its nearest neighl_aour (closest deso_r_u_otn the  The Euclidean distance classifier is used to compbe
database of key-point descriptors from the rainingges. yigiance between the two feature vectors in oraer t

Furthermore, suppose if the distance ratio betwten : -
; . ascertain whether they belong to the same key-poitte
closest and the second-closest neighbor (the ¢losaghbor different face images. The process Hiresholding this

that is established to have stemmed from any obje |Istance [6] vields a binary decision, and accagi
excluding the first) is lower than some pre-define y y ' aon

threshold, the match is considered. Consequeffiityisi not adjusting the threshold value, facilitates thg fﬂm of the
within the threshold, it is discarded and the kejapis 2PPropriate trade-off between false positives aatbef

reduction is yielded in the amount of space regu{m@ving
to dimensionality reduction).

removed. The face in the database that correspeitdghe ~"€9atives.
largest number of matching points is consideredthees
matched face and IV. LINEAR DISCRIMINANT ANALYSIS - SIFT

is subsequently utilized for the

classification of the face in the test image. (LDA-SIFT)
Linear Discriminant Analysis, previously known as
PRINCIPLE COMPONENT ANALYSIS - SIFT (PCA- Fisher Discriminant Analysis, easily handles theecavhere
SIFT) the within-class frequencies are unequal and their
Principal Component Analysis (PCA) [11] is a Wide|yperformances haye be(_en examined on randomly gederat
adopted technique for dimensionality reduction atet t€st data. The prime difference between LDA and REA
noising. It has been successfully applied to a drdass of that PCA does more of feature classification anchLdves
computer vision problems such as object recognitiad data cla53|f|cathn. _ Th_ls method also helps to et_nett
face recognition [12]. Although PCA has a number Ownderst_an_d the distribution of feature data [2(_%]e'[:1c_)g_l is
shortcomings [6], like its implicit assumption ofa@ssian {0 maximize the between-class measure while minirgiz
distributions and its restriction to orthogonal em the within-class measure [28]. Following are thepstto
combinations, it has steadily retained its promaeedue to follow to find the Fisher discriminants for a séimages:
its relative simplicity and ease of applicationeTgrocess of
applying PCA to image patches was first demonsirate
[18] and its effectiveness with SIFT has been destrated
extensively in [6].

A. Fisher face computation

The images (faces) in the database are read aittkdiinto
two sets, one for training and the other for tegtihe
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training set is created and the average of eacts atach VI. EXPERIMENTAL RESULTS

person’s training imageis calculated. The average of the e gimulations were carried out on the four bereatkm
training images in the database is determined. LBA yatabases: AT&T [2], Grimace [3] and Faces95 [5# an

applied to find the within-scatter matrix and betwescatter
matrix. The eigenvectors are found using the betvesatter
matrix and within scatter matrix. The test images a
transformed and all the faces in the databaseedranfo the
face space created in the previous step. Usingideaai
distance method, the identity of the test imadeusd.

V. EVALUATION

The various evaluation metrics that are employed
quantify our results along with the particulars tife
experimental setup are outlinedthis section.

A. Evaluation Metrics:

The efficacy of the proposed technique is demotexdrin

Faces96 [21].
A. AT&T Database

t&ig.4: Sample Face Images of three individuals frorthe

AT&T dataset

The AT&T database [2] consists of 400 facial imagéth
10 images per individual. The resolution of eaclthef8 bit
images is 112 x 92 pixels, with 256 grey levels pixel.
For some subjects, the images were taken at diffeéires,

terms of metrics such as: FAR, FRR, Sensitivityyarying the smiling) and facial details (glasse® /glasses).

Specificity, and Accuracy.
The two metrics: False Acceptance Rate (FAR) ariseFa

All the images were taken against a dark homogeneou

background with the subjects in an upright, fromtasition

Rejection Rate (FRR) have been used extensively fowith tolerance for some side movement yieldingineff

comparison of biometrics verification performan¢22] as
they are single index measures and simple and tdinec
terms of interpretation as compared to the ROC. ARRe
measure of the likelihood that the given biomesystem
will incorrectly accept a given image and is typligatated
as the ratio of the number of false acceptanceislativby
the number of identification attempts. SimilarhRIR is the
measure of the likelihood that the biometric systesti
incorrectly reject a given image and is statedhasratio of
the number of false rejections divided by the numbk
identification attempts [23]. Therefore for a poidint
system, FRR and FRR should generally show a deénggas
trend. Sensitivity (also called True Positive Rat®asures
the proportion of actual positives that are cotyeidientified
and
Negative Rate), which measures the proportion ghtiees

is commonly considered with Specificity (True

distortion).

Table 1: Scale Experimentation on the AT&T database

Algorith
m

Original

Image

Test with Original

Secale Test
Images

SIFT

77 kevpoint matches 13 Kevpoint matches

Table 2: General Experimentation on the AT&T
database

that are correctly identified. An ideal predictoowld thus
need to be highly sensitive and highly specific.eT
procedural details regarding the application andmatation

h

Algorithm Key-point

Detection

Descriptor Matching

of these metrics have been extensively elaboratézyi.
B. Experimental Setup

We primarily conducted two types of experiments
demonstrate the robustness of our technique oeesttite-
of-the-art methodologies: Firstly, a scale varian
experiment, where we compared the techniques on
images that varied in their scale i.e. resolutMe took the

Cc

to

two

SIFT

e

probe image to be of smaller scale than the gailmgge
and considered the number of key-point matches
subsequently the effect the scale change rendemethe
recognition performance (in terms of key-point met).
These scale variant comparison experiments werd |
limited to SIFT, as its superiority to SIFT-PCA aBdFT-
LDA based methods, in terms of handling scale vaea

and

ep

SIFT-PCA

has been demonstrated extensively [1][6]. The stceih of
experiments was conducted on various databases awi
wide gamut of variations in terms of illumination
expression, pose, occlusion and background (witticpigar
focus on affine, when available). We compared tHeTS
SIFT-PCA and SIFT-LDA by performing two sets o$tie
one where the probe and gallery images belongasame
face, and another in which they do not i.e. matchad

SIFT-LDA

6 Good Matches

unmatched image.
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For the scale experimentations, as illustratedabld 1, we
considered a test in terms of scale (resolutiomjatian
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where the probe image is of smaller resolution (92 x

pixels) and the gallery image is larger (640 x . As

clearly evidenced by the results, t88T method is robust
to scale variances in terms of both probe and iyalleages

and can conclusively perfor a match with significant!

fewer key-points (13 good matches)

Table 3: Performance Evaluation on theAT&T database

Method Sensitivity Specificity FAR FRR Accuracy
SIFT 97.184 66.667 0.334 0.0282 93.75
s N 97.260 71.429 0.286 0.0274 5
PCA ) ’ ’ ’

SIFT- 96.25
98.631 71.4286 0.286 0.0137
LDA

ISSN: 22312307, Volume5 Issue-3, July 2015

Table 4: General Experimentation cn Grimace

Algorith
m

Key-point Detection Descriptor Matching

7]
ol
u

10 Good Matches

7 Good Matches

The general experimentations on tA@&T database, as
illustrated in Table 2, demonstrate tf&FT can match th
faces with 10 keypoints and SIFFCA and SIFT-LDA
methods can conclusively match the given faces
significantly fewer key-point§7 and 6 respectivel.

We can infer from the performance evaluation depich
Table 3 that the SIFT-PCA and SIEDA outperformed
SIFT by 1.33% and 2.667% on tA@ &T database.

B. Grimace Database

Fig.5 Sample Face Images of three individuals from th

Grimace dataset

The Grimace database][8onsists of face images of .
individuals with a sequence of 20 images per imtlial
acquired using aed camera. During the sequence,
subject moves his/her head and makes grimaceshvgait
more extreme towards the end of the sequence. Tbex
gap of about 0.Seconds between successive frames ir
sequence. The resolution of the images is 100 pixels
(portrait format) and contains both male and fen
subjects. The conditions of image acquisition idela plair
background with small head scale variations alorith
considerable head turn, tilt, slant and some tediosl in the
position of he face in the image. The image light
variations are minor, but the dataset contains n
expression variations.

Table 5. Performance Evaluation on Grimace

Method | Sensitivity | Specificity FAR FRR Accuracy

SIFT 91.379 35.714 0.642 0.086 80.556

SIFT- 86.112
93.548 40 0.6 0.064

PCA

SIFT- 87.5
92.187 50 0.5 0.078

I1DA

70

6 Good Matches

The general experimentations on the Grimace dataas
illustrated in Table 4demonstrate that SIFT can match
faces with 10 keypoints and SI-PCA and SIFT-LDA
methods can conclusively match the given faces
significantly fewer keypoints (7 anc6 respectively).

We can infer from the performance evaluation depi
in Table 5 that the SIFPCA and SIF-LDA outperformed
SIFT by 6.451% and 7.936&# the Grmace dataset.

C. Faces95 Database

Fig 6: Sample Face Images of three individuals from th
Face95 datase

The Face85 database [5] consists of a total of 1440 im:
from 72 individuals with a sequence of 20 images
individual. During the acquisition process, therasva gaj
of about 0.%econds between successive frames in
sequence andhe subject was made one step forw
towards the camera and this movement was use
introduce significant head (scale) variations betm
different images of same individual. The resolutaf the
image is 180 x 200 in portrait format and the backgd
consists of a red curtain with background variatiamsec
by shadows as the subject moves forward. Thereinsr
variation in Head Turn, Tilt and Slant with largeriations
in Head Scale with some translation in the positiérihe
face in the imageThere is some amount of express
variation along with considerable image lightingiation
due to the subject moving forward and significaghting
change occurring on the faces due to artificiahtiigg
arrangement.
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Table 7: Performance Evaluatio on Faces95

Method Sensitivity Specificity FAR FRR Accuracy

£
I‘\]
2
~l
g
=]

SIFT-

97.647 0.022
PCA

SIFT-
IDA

97.674 TI.777 0.222 0.023 95.789

The general experimentations on thaces95 database, as
illustrated in Table 6 demonstrate tf®8IET can match th
faces with 17 keypoints and SIFFCA and SIF-LDA
methods can conclusively match the given faces
significantly fewer key-points (12 and t@spectively’

We can infer from the performance evaluation depich

The Face86 database [21] consists of a tcof 3040 images
from 152 individuals with a sequence of 20 images
individual acquired using a fixed camera. Similay
Face85, there is a gap of about seconds between
successive frames in the sequence and during theisee
the subject was made ttake one step forward and f
movement was used to introduce significant headhtians
between the images of same individ The resolution of
the images is 196 x 196 in square format and rasrglex
background due to the presence of glossy poand there
are minor variations with respect to head Turbatild slant
along with large head scale variations and a mamount
of expression variation. Furthermore, there is s
translation in the position of the face in the imadong with
image lghting variations due to the forward movemen
the subject.

Table 8 General Experimentation on Facs96

Table 7 that the SIFT-PCA and SIEDA outperformec | Algorith Key-point Descriptor Matching
SIFT by 1.111% and 2.197% on the Fefedataset. m Detection
Table 6: General Experimentation onFaces95
Algorith Key-point Descriptor Matching
m Detection SIFT
SIFT
SIFT-
17 Good Matche PCA
SIFT-
PCA SIFT-
LDA
pY &
6 Good Matches
The general experimentations on {Faces96 database, as
illustrated in Table&demonstrate theSIFT can match the
SIET- faces with 10keypoints and SIF-PCA and SIFT-LDA
LDA methods can conclusively match the given faces
significantly fewer keypoints 7 and 6 respectively).
We can infer from the performance evaluation depidh
Table 9 that the SIFPCA and SIF-LDA outperformed
SIFT by2.409% and 0.884 on theFace96 dataset.

D. Faces96 Database

Fig 7: Sample Face Images of three individuals from th
Faces96 dataset

71

Table 9: Performance evaluation over Facs96

Method Sensitivity Specificity FAR FRR Accuracy

SIFT 88.571 76 0.24 0.114 85.203

SIFT-
PCA

B87.368

80 0.1

SIFT-
LDA

86.021

89.855 75 0.25 0.101
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VIl. PERFORMANCE COMPARISON 8.

The accuracy comparison of the SIFT, SIFT-PCA aikd's
LDA methods over the benchmarks databases is @ebpiot 9
Table 10 and Fig.8. Cumulatively, SIFT-PCA outperied
SIFT by 2.819% and SIFT-LDA outperformed SIFT
by3.483%.

10.
Table 10: Accuracy Comparison over Benchmark Dataset
TECHNIQUE AT&T GRIMACE FACES95 FACES96 11.
SIFT 93.75 | 80.556 93.684 | 85.264
SIFT-PCA 95 86.111 94.736 | 87.369 12.
SIFT-LDA 96.25 | 87.5 95.789 | 86.022

13.

100

o e
0@*\ & s

Fig. 8 Accuracy Comparison over Benchmark Datasets

19.

VI. CONCLUSION AND FUTURE WORK
We performed a comprehensive comparison of the SIFT

SIFT-PCA and SIFT-LDA methodologies on the publicly20.

available AT&T, GRIMACE, Faces95 and Faces96 dasase
Our results demonstrated that based on the expetame

setup and the type of image, SIFT-PCA and SIFT-LDAu.

were more effective than classical SIFT. The sopigy of
SIFT-PCA and SIFT-LDA methods can be attributedtso
effectiveness in recognizing key-points in a morstinct

22.

manner and were also capable of slightly cuttingrohe 23

redundancy. For general FR tasks, SIFT-PCA and SIFT
LDA are both viable choices. Future Work is alsanbe

steered towards conducting a similar study using 24

Dimensional Dimensionality Reduction techniques][#&b
order to investigate as to which technique is nedfective.
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