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Abstract— The present task involves the machine reag based
approaches to emotion tagging for Bengali Documenasnd
Sentiment Analysis for English Documents. For the Betiga
documents, all the unigrams and bigrams are consat as
features for emotion tagging. The feature selectiendone using
point wise mutual information technique. To prepargaining
data, all the sentences of the documents are taggezhually
with one of the Ekman’s six basic universal emotiomblel
(Happy=1, Sad=2, Anger=3, Disgust=4, fear=5, Surpr$, other
emotion=7). Point wise mutual information of all thieatures are
calculated by calculating the number of occurrencas a
particular emotion category. The unigrams and bigrs that
have point wise mutual information greater than a rtain
threshold value are considered as features. Thatdiee matrix
for the sentences with their emotion labels is cdhted to
prepare the training data. For emotion tagging oremstiment
analysis, we train a number of machine learning algthms
chosen from WEKA, which provides a collection of machin
learning tools. For performance evaluation, 10 folatross
validation is done and the final accuracy is calaied after
averaging the results over all 10 folds. The aveeduest accuracy
obtained for emotion tagging is 55.89%. For sentinamnalysis,
we have used the bench mark datasets for experimenitstual
information has also been used for feature seleatidor
sentiment analysis. For sentiment analysis on thenble mark
datasets, the average best accuracy obtained is.89%

Keywords—point wise mutual information, naive bayes
multinomial, weka, emotion tagging, sentiment analys

l. INTRODUCTION

All the sentences of the training data are tagged
manually with one of the Ekman’s six emotion tag®ether
emotions. Then, all the unigrams and consecutivevdl
bigrams of the training data are taken. Here, tlagsecalled
features. Next, point wise mutual information isedisto
reduce features. With a computer program the feanatrix
is calculated which calculates the number of oenaes of
the reduced features for every sentence with
corresponding emotion tags. Next, this feature imal
converted to Wekahtp://www.cs.waikato.ac.nz/ml/wekg
format and then is run in Weka. Weka is a machéaening
tool. Here, the accuracies of the proposed metteod be
seen by the correctly classified instances. Imptlesent task,
Bengali documents are collected from the well knowemws
paper "Ananda Bazar Patrika” and a short story mhme
“Dena Paona” of world famous Bengali poet “Rabindra
Nath Tagore”. For sentiment analysis of the English
datasets, same procedure is followed and the datase
taken from the website
(http://www.cs.jhu.edu/~mdredze/datasets/sentijnent

the

In this approach, a corpus is prepared for emaidgging
and sentiment analysis. Now, machine learning #lyaoris
applied in emotion tagging and among the featueeetlis a
feature named Senti Word Net emotion word. Herenev
words are checked whether they are present in Séotd

RELATED WORK

In a Bengali or English sentence of a documentietheNet[2]. Words that are present in Senti Word Ne¢r(&ali)

may contain some emotions. Each sentence may expnes

are supposed to contain emotions. It is importamt t

of the Ekman’s six basic emotions such as Happyl, Sajifferentiate between emotion words and non-emotion

Anger, Disgust, Fear, and Surprise. The emotionaof
sentence depends on the words of the sentence. them
previous works of emotion tagging on Bengali bl@dad[1],
we get that the emotion of a sentence depends atheh
the words are colloquial words or foreign words o
reduplication words or emotion words. From [1] visoaget
that the emotion of a sentence also depends orhemhtte
sentence has quoted symbols or special punctusjiobols
or question words. From [1] we also get that thetion of

a sentence depends on the parts of speech infonmattihe
words. But as we are working on Bengali sentendea o
document taken from newspaper and a Bengali stbry
“Rabindra Nath Tagore” the above mentioned featgress
low accuracy. So, we use unigrams and bigrams ef t
words as features. The aim of our thesis is toges
system that can classify the emotion of a sentdepending
on the above features of the sentence.
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words. Word Net Affect Lists (Bengali) is prepardm
English Word Net Affect Lists using English to Batig
bilingual dictionary [1].

Dipankar Das and Sivaji Bandyopadhyay (2011)[3] has
Bhown that the Conditional Random Field (CRF)- Hase
classifier performs better than the SVM(Support tdec
Machine) classifier in the case of the documentellev
emotion tagging of Bengali document and in wordelev
emotion tagging SVM works better than CRF. Alm Igdd
has shown that emotion tagging from text can beedpna
method that learns from the feature. Here, a machin
[earning approach is followed where some featuresuaed
to classify the emotion of a sentence. Dipankar Biad
Bivaji Bandyopadhyay(2010) [5] has shown that idging
emotional expressions, intensities and sentenceel lev
emotion tagging can be done using a Support Vector
Machine (SVM) based supervised framework. Das, D. &
Bandyopadhyay, S. [1] have used Conditional RanHuaiul
(CRF) for emotion tagging in Blog and News data\aird
and Sentence Level. Xu et. al [6] (2007) has shdhat
feature selection for text categorization can baeddy
document Frequency thresholding (DF), informaticaing
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(IG), mutual information (MI) and IG is best metlsod b) Add-one Smoothing:

whereas Ml has lesser efficiencies. The smoothing of (m / n), if m, ® 0, is equal to ((m + 1) /
(n + ¢ * 1)), where c is the number of category.wesknow
M. PROPOSEDM ETHODOLOGY that the value of m, n may be zero, one is added amd ¢ *
Our proposed system has several components: 1 is added to n to avoid multiplication and divisioy zero.

A. Emotion Tagging

1) Tagged Sentences:
We prepared training data using 29 Bengali docusnfrom
the newspaper named “AnandaBazar Patrika” and OBRcause, the number of emotion category is 7.

Benggli short story by “Rabindrapath Tagore” frofe t ppop e computation of these criteria, threshoddiis
Web_S|te _WWW.rablr_ldra-racha.naba}ll.nItr.c:jrg (a Bgng?l performed to achieve the desired degree of feature
EngLne(Trlng &hSC|ence _L}r_nv_ersny, hln 'a?] Institu elimination from the full vocabulary of a documeoipus.
Technology —Kharagpur initiative). Then, these seogs In a general way, point wise mutual informatamdefined

were tagged manual!y Withhemotion .tag (Happy, $.mger],c above compares the probability of observing t atebether
Disgust, Fear, Surprise, other emotions). Nexmaiéng o (the joint probability) with the probabilities ofbeerving t

each word of the training data is performed usindidn and ¢ independently (chance). If there is a genuine

Statistical Institute, Kolkata stemmer (yass-yetothar association between t and c, then the joint proibaBi (t,c)

stemming software)_. ) . will be much larger than chance P(t) P(c), and equsently
2) Feature Extraction:All unigrams and all consecutive PI(t,c) >> 0. If there is no significant relatiofstbetween t

forward bigrams of the words of training data aeeeyated. and ¢, then P(t,cyP(HP(c), and thus, PI(t,&0. If t and ¢

Algorithm for Feature Extraction: are in complementary distribution, then P(t,c) wid much
Feature_LIst = Empty . - less than P(t) P(c), forcing PI(t,c) << O. Thatgsijnt wise
For each tagged sentences in the training data mutual information as defined above can be negative
Step 1. G(_anerate unigrams. The words of the seegenc Next, point wise mutual information of all unégns and
are the unigrams of that sentence. . all bigrams (features) for all emotions categoriase
Step 2: Add these unigrams t_o the Feature__L|st calculated. Then, we fix a threshold value and fdsures
Step 3: _Generate consecutive forward bigrams. Tha, .. point wise mutual information value is greatan
consecutive words of the sentences are concatette he threshold value are taken as current featafes s
generate the blgram_s of that sentence. . 4) List of FeaturesThus, with the help of point wise mutual
Step 4: Add thesg b'gra”FS. o the Feature_List information, the number of unigrams and bigramat(fees)
Step 5: Loop until the training data complete are reduced. These reduced features are then wsed t
End. o ) enerate feature matrix.
Feature__|_|st Is the .tOtaI number of unigrams an ) Feature matrix Calculation: With this reduced feature
consecutive fqrward bigrams. L . . set we calculate a feature matrix whose column thee
3) Feature selectionFeature selection is done using point i< that have point wise mutual value greaten tha
wise m“t“?' qurmatlon (PMI) Whlch 'S explalne.ddnm: certain threshold value. The rows of the featurédrimare
Point wise mutual information of all unigrams an he sentences of the training data. Here, for tiqodar row,
all bigrams are calculated which are considereteatures the number of occurrences of the words of featsegsin

for our task_s. _ _ that sentence is taken as value for that positidhe feature
a) Point wise Mutual Information: matrix

) Text categorization (T_C) is the process of 9“"_”0'”%) Vector LabelerHere, emotion tags of all the sentences
texts into one or more predefined categories basetheir are placed in the Feature matrix and labeled veigor

ceqntent. d | q traber of generated. In the labeled vector, for a particutaw, the
lven a category ¢ and a term t, let A denote "ol humber of occurrences of the words of the redueatlifes

times ¢ a_1r;1d t co—cg:cdur, B der;]otes thbe nur:b_er okdirn along with the corresponding emotion label is pnése
occurs without c, enotes the number of timeseuio 7) Create File in WEKA format:

without t, apd N denotes the total numbgr of documién From this feature matrix, a weka(3.6.11) file (afile is
c(Here, N is the number of sentence in a categagy s
‘Happy’). The point wise mutual information criteri
between t and c is defined as:

Therefore, PI (t, c) =log[(( A+ 1) *N)/ ((B+7)*
(A+C)) ]

generated. Weka is a machine learning tool of Diepart
of Computer Science, University of Waikato, New [Aed.

8) Learning Algorithm Chosen from WEK#&he classifiers
_ R . used in weka are Naive Bayes, Naive Bayes Multinbmi
PI(t c)=log[p(tnc)/(p(t)*p(c]) and Naive Bayes Multinomial Updateable (bayes).eHas
the number of features are large in number (orfélagure
matrix is a sparse matrix), Naive Bayes Multinomeahd
Naive Bayes Multinomial Updateable are chosen [8].

9) Model: Now, the feature matrix for training portion is
This PI_(t, c) for each word is caIcuIa_lted for r@ategory ;Josretdesf?rint rr?:g:jngna;gr;eagz r;;tfrcl)ﬁr;(;;isst g?:::;;ssgg
of emotlon.s (Happy, Sad, Anger, Disgust, fear, Bsep system are the correctly classified instances.

other emotions).

and is estimated using:

Pl(t,c)=log[(A*N)/((A+B) * (A+C))]
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10) Labeling untagged sentenc&ghen weka format file is
run in weka, weka splits this file into two port®rtraining

and test. From the training portion, weka is befragned

and the test portion is used for testing. Now,datly let us

assume that the training portion is unlabeled.dvalig the

previous procedure, feature matrix is calculatadtlie test
portion also.

B. Sentiment Analysis:

ISSN: 2231-2307, Volume-6 Issue-2, May 2016

The results is (Bayes.Naive Bayes Multinomial + (FM

not used))= 45.56%.

3) Experiment No. 2 (point wise mutual informatioh

unigrams + no stemming is appliedjere, at the beginning
all unigrams are taken as initial features set. tNpwint

wise mutual information is performed on these fezguThe

threshold value of the point wise mutual informatis -

1.2525. The results is (Bayes.NaiveBayesMultinon)rl

49.32%.

For this, datasets have been taken from the websi{¢ Experiment No. 3(stemming + point wise mutual

http://www.cs.jhu.edu/~mdredze/datasets/sentimeihere

information): Here, at the beginning all unigrams and all

are 4 types of datasets named BOOKS, DVD, KITCHENgnsecutive forward bigrams are taken as initiatifees set.
and ELECTRONICS. The number of sentences in tha{nd stemming is performed by Indian Statisticastitute,

datasets is shown in table - 1.

Table - 1: Number of sentences of the training antest
data of Sentiment Analysis.

Kolkata for each word of the training data. Nexijrp wise
mutual information is performed on these featurBEsen,
different threshold value is used to get differéyppe of

_ feature  size. The Table shows the results
Data Training Test (Bayes.NaiveBayesMultinomial) for different thresho
value.
BOOKS 4465 2000
Table: 3 Results of Emotion Tagging for different
DVD 3586 2000 threshold value.

Threshold value Results
KITCHEN 5941 2000 136 52.76%
-1.2525 47.34%
ELECTRONICS 5943 2000 125 54.32%
- — , , -1.12 55.26%
The size of training data and test data (file typgnicode, 1 55 68%
plain text) in that datasets is shown in Table - 2. -0.92 55 89%
Table - 2: Size of the training data and test dataf -0.88 55'372/0
Sentiment Analysis. -0.84 49.11%
-0.75 47.2%

B. Sentiment Analysis

Data H?rlxlxll;g)] ( i: T\jts)
BOOKS 233 11.0
DVD 18.9 105
KITCHEN 16.8 5.68
ELECTRONICS 18.8 6.72

In this datasets every sentence has one of theséwbment
label (negative=1, positive=2). Similar procedurs
followed here.

V. RESULTS

A. Results on Emotion tagging

1) Experiment No. 1(point wise mutual informati®\() of

unigrams and bigrams + no stemming is appliddgre, at
the beginning all unigrams and all consecutive &y
bigrams are taken as initial features set. Nexmntpwise
mutual information is performed on these featurebhe
threshold value of the point wise mutual informatis -

1.25. The results is (Bayes.NaiveBayesMultinomidPMI

is used)) = 50.99%.

1) Experiment No. 4Here, the training file has one of the
following labels (1, 2). There are 2 types of filésining
file and test file. Both the training file and td¢ has same
types of label. Here, bigger file have been takerraining
file and relatively smaller file as test file. Ihi¢ training
data and test data the words along with their nunafe
occurrences as well as corresponding label arelisdp|so,
there is no need to generate all unigrams andigthims
from the supplied training and test data. At fiedt,distinct
words are generated from training data. Next, poiige

imutual information is calculated for all these woifdr all

categories. Next, we fix a threshold value and wuweds
whose point wise mutual information value is gredtan
that of the threshold value are considered forufeaset in
the feature matrix calculation. As this is to soex¢ent big
data, so doing experiments with different thresheddue
and then generating feature set and finally cafmga
feature matrix will be difficult and computationall
intractable. Therefore, the following proceduréoitowed:
Previously, we find that among the all unigrams

and all bigrams, a large portion of unigrams amgtdims are
present in 1 category (or cluster) and are absemithers
category ( or cluster). Some others unigrams agdabis
are present in most of the categories or are praseg

2) Experiment No. 1A (Unigrams + Bigrams + No pointategories. Now, we have to fix manually a threghallue

wise mutual information is used + no stemming ipliagl):

45 Blue Eyes Intelligence Engineerin

such that we can just ignore (or bypass) those svord
(unigrams and bigrams) that are present in 1 cayegod
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are absent in another category, then we shall get¢ra
small amount of features. This can be done aswvistid et
us consider the values of point wise mutual infdramof
the words (those are present in 1 category andnabise
others categories) for all categories and thend fthe

biggest value among these values of point wise atutu

information. Now, we fix the threshold value aglditbit
bigger value of this biggest value.

Now, with this threshold value, feature set ar
generated by computer program in Visual Basic @/th
this feature set, a computer program is written tiadculate
feature matrix for training data and from this teat matrix
a computer program is written that generate weka(farff
file, ANSI). Similarly, feature matrix is calculatefor test
data for the same feature set and from this feamatrix
weka file is generated for test data. These wids dire run

in Weka 3.6.11 by command prompt to avoid out of

memory in weka. The results for different typesdafasets
are given below:

Table - 4 shows the performances of classifienweka for
the datasets of sentiment analysis.

Table - 4: Performances of classifiers in weka (pot wise
mutual information + threshold value = -0.01) in
Sentiment Analysis.

Datasets Results (%).on I\_Ia'rve Bayes
Multinomial
KITCHEN 89.3
DVD 84
ELECTRONICS 88.4934
BOOKS 85.5

SOME EXPERIMENTS THAT GIVES NEGATIVE
RESULTS

B. Experiment No. 5(Machine Learning Approach +
Model: 1)

colloquial language, but it is not a necessary elgmFigure
— 3 shows the examples of colloquial words.

SR I (ATATG I ©TIS

Figure — 3: Examples of Colloquial words.

OForeign words: The words which have come from other
language like English, French are called foreignrdso
%igure — 4 shows the examples of foreign words.

YIFe TS e F1 ([q

Figure — 4: Examples of Foreign words.

[0 Special punctuation symbols: Figure — 5 shows the
examples of special punctuation symbols.

Figure — 5: Examples of Special punctuation symbals

[0 Quoted sentence: Figure — 6 shows the examples of
Quoted sentence.

fSfel FETa, " T T& IS TFX |

Figure — 6: Examples of Quoted sentence.

[0 Sentence length: The number of words of a sentemnce
the sentence length. (>=8, <15),

2) Corpus PreparationWe prepared corpus for different
types of words like reduplicated words, foreign @gr
emotion words, Question words, Colloquial, Quoteatds,
Special punctuation symbols.

3) Procedure: The training data by giving document
number, sentence number, Bengali sentence and
corresponding emotion label was prepared. Next, a
computer program that calculates the feature matmx
written. In the feature matrix, emotion words, igrewords,

and colloquial words, reduplication words have besen

1) The emotion of a sentence depends on the followings a binary feature (1 for presence and 0 for aedeAnd,

features:

for the question words, quoted symbols and special

7 Parts Of Speech (POS) information (adjective, verlpunctuation symbols, instead of taking whetherahgerds

noun, adverb),

[ Words of the title sentence or the first senteatehe
document,

[OBengali Emotion words: There are some emotion words

are present or not, which of these words are ptesen
considered in feature matrix. In the feature mafax all
sentences the values of the features are calcudadaved
in a file. The format of feature matrix is shownTiable — 5.

Bengali. Some words express happiness, some words

expresses sadness. The emotion state Happy, Sagkr,An
Disgust, Fear, and Surprise are represented by i@mot

Table —5: Format of feature matrix (Machine Learning

words.

[0 Reduplication words : Figure — 1 shows the example
reduplication words.

SISTETET & ONOT IO TOIY

Figure — 1: Examples of reduplication words.

(] Question words
guestion words.

: Figure — 2 shows the examples| d?

Approach + Model: 1).

0 1 2 3 4
Document| Sentence| Colloguial | Emotion Foreign
number Number words words Words

5 6 7 8 9 10

Special Emotio
uestion | Quoted Re(?grr])hcat Punctuati Le(r;fgth r;fla:ltqngl
words Symbol on

words sentence| sentenc
symbols e

F, @9, @9, FroNT, fF, FNF

Figure — 2: Examples of Question words.
[0 Colloquial words: Colloquialism is a word, phrase
other form used in informal language. Colloquialigm
related to, but not the same as slang. Slang mitied in

46

Then, this feature matrix is converted to weka fairrile
(.arff file) by giving attribute and relation nam&hen this
weka format file is run in weka. The results (Fimms.
Multilayer Perceptron) of weka file = 27.00%.
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B. Experiment No. 6 (Parts of Speedtme number of parts The results(Functions.MultilayerPerceptron) of wéika =

of speech (Noun, Pronoun, Verb etc.) are also itappin  25.96%.

the emotion of a sentence. There are differentstyfigparts C. Experiment No. 7 (Unigramgyt first, all punctuations

of speech—Noun(NN),Proper Noun(NNP), Pronoun(PRP3re deleted from training datén this experiment all the
Demonstrative(DEM), Verb-finite(VM), Verb unique words of the training data are considerefdasires.
Auxiliary(VAUX), Adjective(JJ), Adverb(RB), Post These words of all the sentences are called ungram
Position(PSP or NST), particles(RP), ConjunctionCC (features).

Question Words(WQ), Quantifiers(QF), Cardinals(QC)With this features set a Computer program thatutaies

Intensifier(INTF), Interjection(INJ), Negative(NEG) feature matrix is written. The column of the featonatrix is
Symbol(SYM), Reduplication(RDP), Compound(XC),the words of the feature set. And, the row of thatdre
Unknown(UNK). matrix is the one by one sentence of the trainiaig.dn the
1) Question words: feature matrix the number of occurrences of thedsawf

In Bengali question words are considered as Pranoun feature set are calculated and saved in a filemFtbe

2) Demonstrative:Demonstrative are those the speakefieature matrix, weka file is generated and is mimweka. In

refers to. Demonstrative are used to indicate sentities. our present task, the total numbers of unigram8aéd.

Demonstrative point to a entity that is currentsiry said The results(Trees.REPTree) of weka file =41.7%.

or was said earlier by author. Figure — 7 showsettemple D. Experiment No. 8 (Unigrams & Bigram#}t first, all

of Demonstrative. punctuations are deleted from training dataln this

experiment all the unique words (unigrams) and th#

consecutive forward bigrams of the training dat® ar

. . considered as features. These words of all theeseas are

Figure — 7 : Example of Demonstrative. called unigrams and bigrams (features). With tleistdres

3) Cardinals: The numbers are called cardinals. Figure — 8et, a Computer program that calculate feature ixnagr
shows the example of Cardinals. written. The column of the feature matrix is therd@of the
o feature set. And, the row of the feature matrihis one b

‘ 8510 GISTTH 9% vo | one sentence of the training data. In the feathBimthey

Figure — 8: Example of Cardinals. number of occurrences of the words of feature set a
alculated and saved in a file. From the featur&iraveka

Ile is generated and is run in weka. In our préesask, the

total numbers of unigrams and bigrams are 12677.The

results(Bayes.NaiveBayesMultinomialUpdateable) afkav
file =45.39%.

E. Experiment No. 9 (Unigrams & Bigrams and MALT
arser) Previously, bigrams of the training data was used.
ut, the number of words in the bigrams is vergéarTo
duce the number of bigrams dependency parsensac

e words of the sentence are dependent on eag. oth

Figure — 9 shows dependency between words in arsest

4) Quantifiers:The words that are used to quantify the nou
are called quantifiers.

5) NegativesiFhese are negative words.

6) CompoundsFhese are noun-noun compound.

The identification of Noun Noun Compound is reqdifer
the corpus preparation in our present task. Vivekda
Gayen, Kamal Sarkar (2013) [9] has shown automat
identification of Bengali Noun-Noun Compounds ca& b
done by Random Forest. Tanmoy Chakraborty [10] h
shown that identification of Noun-Noun (N-N) colkt®ns
as multi-word expressions in Bengali corpus cauddree by

unsupervised approach with various statistical ngr%ctlve <""""""""">" A’\(ljc\)/lérr]b
7) Parts of Speech Tagging: (Dependency)
Dandapat et, al(2007) [11] has used Hidden Markadl (Dependency)

(HMM) and Maximum Entropy (ME) based stochastic

taggers for Part-of-Speech (POS) tagging for Bengal
Kamal Sarkar, Arup Ratan Ghosh(2013) have used Mgmo Figure — 9: Dependency between words in a sentence.
Based Learning (MBL) teghmques for Bgngah PO3ying. Using dependency parser, the dependency informatfon
For parts of speech tagging we submit every seet@me .o {raining data is found. The words having same
by one to the pos tagger of International Instit@® enendency information are used to generate bigr&ms

Information Technology, Hyderabad jependency parser, Indian Statistical Institute, Ikt
(http://ltre.iiit. ac.in/analyzer/Bengali/ (Language (htip://mww.isical.ac.in/~utpal/resources.phpand MALT
Techn_ology Rese_arch Centre). This gives POS as agell (Models and Algorithms for Language Technology Greu
chunking information of a sentence. Vaxjo University and Uppsala University, Swedenk ar

Then, the POS information of a sentence isidened as ,qeq Bengali_stack.mco is downloaded from the itelo
features in sentence label emotion tagging. Haeentmber || kolkata . Then. a file named maltparser-1.7sl

of noun, pronoun, verb, adjective, adverb, conjamct o\nioaded. To use MALT parser, a special typenpit
interjection, (cardinals + quantifiers) are calteta Table — o hamed inputfile.conll is used.

6 shqws _the format of feature matrix when PartSpéech This ISI, Kolkata malt parser takes parts of speech
Tagging is used. (POS) tagging and chunking information as input.
Table — 6: Format of feature matrix (Parts of Speet For POS tagging, Indian Statistical Institute, Kaitk POS
Tagging). tagger is used. This POS tagger consists of Stdnfor

| Nown | Prosoun | Verh | Adeetve | Adverh | Breposion | Conucton | neetion | Cadnal#Quantfes | il | postagger (1,471 KB) and Bengali ISl tagger

Published By:
47 Blue Eyes Intelligence Engineerin
& Sciences Publication Pvt. Ltd.



Using Some Machine Learning Algorithms for EmotionTagging and Sentiment Analysis

(bengaliModelFile.tagger — 1,163 KB). Then, theinirrgy Negative words are not, no, never, can't, don't.eTh
data is given as input and the output obtainechisve in  results(Bayes.NaiveBayesMultinomial) of weka file
Figure -10. Stanford-postagger is a probabiliséespr of =41.91%.Figure — 12 shows the example of trigrams.
Stanford University.

(8% VM 55T VM 3 NN (3@ PSPE® VM feaea | <o i TWE> <6 IR fo> <fet oTv 71> |
VM S NN Figure — 12: Example of trigrams of (Unigrams &

Figure — 10: Output of (Indian Statistical Institute, Bigrams & Trigrams —Model 1).
Kolkata and Stanford University) parts of speech tgger. G, Experiment No. 11 (Unigrams & Bigrams & Trigrams

For chunking information IBO (Intermediate, Begingiand Model 2)Here, trigrams are generated using 3 words of a
Outside) format is used. The shallow-parser-Berigalised Sentence. The following combinations are used:

( http://www.ltrc.iiit.ac.infanalyzer/bengali) (Language ). ﬁgbj‘;’ft d+ Verb (consecutive word or i?mgdit?te
Technology Research Centre) of International lotgitof neighborhoods in a sentence) +Negative Word. Stbjec

. . _means Noun (NN), Proper Noun (NNP), k1 (karta (sct)j
:2:2:2232: of ;I'h(zcthrz?r:?ngyaat;yderabad for chunklngin ISI, Kolkata dependency tag). Object means NEUN),
g data. Proper Noun (NNP), and k2 (karma (object) in 1Stlkata

Here the consecutive words those have sa

) ) n?fependency tag).
dependency tag or line number are taken for geineraf 2) verb+ Object (consecutive word or immediate

bigram;. S_ome of the dependency tags of ISI, Kalleat neighborhoods in a sentence) + Negative Word
shown in Figure — 11. 3) Verb + Adverb (consecutive word or immediate

i i neighborhoods in a sentence) +Negative Word.
k1l = karta (subject), k2 =karma (object), k3= kWTn 4) Verb + Adjective (consecutive word or immediate

(instrument), k4= sampradaana (recipient), |k5 nejghborhoods in a sentence) +Negative Word.
=apaadaana (source)  .......... 5) Adverb + Adjective (consecutive word or immediat

Figure — 11: Dependency tag of the Indian Statistid neighborhoods in a sentence) +Negative Word.

Institute, Kolkata MALT parser (Dependency parser). ~ ©) Adjective + Noun (consecutive word or immediate
neighborhoods in a sentence) +Negative Word.

The selective bigrams generation from the malypatse2  Negative words are not, no, never, can't, don'te Tasults
output is important. Because, it reduces the numdfer (Bayes.NaiveBayesMultinomial) of weka file =42.3%.

bigrams. The  Figure — 13 shows the example of trigrams.
results(Bayes.NaiveBayesMultinomialUpdateable) afkav

file =45.25%. | <re fieet 1> <aIz® foeeT 1> <P e for> |

1) Dependency ParseDependency parser is a full parser. . . .

This parser determines the relationship betweerdsvof a Figure — 13: Example of trigrams of (Unigrams &
sentence. This parser determines the dependenwedret Bigrams & Trigrams —Model 2).

the words in a sentence. H. Experiment No. 12 (point wise mutual informatiamd

F. Experiment No. 10 (Unigrams & Bigrams & Trigrams \MALT parser) Here, point wise mutual information is
Model 1)Here, trigrams are generated using 3 words of gyplied on (all unigrams and bigrams generated Sy |
sentence. The following combinations are used: Kolkata malt parser). With the help of MALT parséne

1) Subjective + Verb (any place in a sentence) #eg numbers of bigrams are reduced. Now, point wiseusiut
Word. Subjective means Noun (NN), Proper Noun (NNPjnformation is applied on these reduced featurebe T

k1 (karta (subject) in ISI, Kolkata dependency tag) _results(Bayes.NaiveBayesMultinomial) of weka file
2) Verb + Adverb (any place in a sentence) +Negati =50.57%.In our experiment, the efficiency of my jem
Word. with the help of MALT parser is little bit worse ah all

3) Verb + Adjective (any place in a sentence) +Ni#ga pjgrams.

Word. o _ _ I. Experiment No. 13 (Machine Learning Approach +
4) Adverb + Adjective (any place in a sentence) g8d&e  \odel: 2) The format of feature matrix in this model is
Word. shown in Table — 7.

5) Adjective + Noun (any place in a sentence) +Nigga

Word.

Table — 7: Format of Feature Matrix (Machine Learning Approach + Model: 2).

0 1 2 3 4
Number of , :
Document number Sentence number . Number of Emotion word$s  Number of Foreign Words
Colloquial words

5 6 7 8 9

. Number of Special Punctuation
Question words Quoted symbal Reduplication words symbols Length of sentence
Number of Noun N;rrgr?g;r?f Number of Verb Number of Adjective Number of Adverb

10 11 12 13 14
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Number of Preposition Number of Conjunction

NumbEnterjection Number of Negative words

15 16 17

18

Percentage(%) of (Noun +

Verb + Adjective + Adverb) nt

First sentence in a docume

Emotion Label of the

Ranges of story psegre sentence

19 20

21 22

For 5" column identification of question words among thée'-
following symbols & @ @5 Fe@ F @) are
done. For & column identification of quoted (direct speech)
symbols among the following symbols ( Yadone. &
For 8" column identification of special - punctuation syoh
among the following symbols - 1 ? , ; () : arendoFor
6th and & column which question words (or quoted
symbols or special — punctuation symbols) is preisemore
important than the number of question words (ortedo
symbols or special — punctuation symbols). Fd? ¢8lumn
Percentage (%) of (Noun + Verb + Adjective + Adveidb
calculated by dividing total number of (Noun + Vetb
Adjective + Adverb) by the total number of words an 12.
sentence. For 30column, first sentence in a document is 34
binary feature. If the sentence number of a docuirequals
to 1, then the value of this feature equals tothemwise the
value of this feature equals to 0. For'Zblumn, ranges of
story progress are calculated by dividing the swde
number of a sentence by the total number of seaeteirc
that document. The results (Functions. logisticjveka file
=30.2398%.

W omoou

9.

10.

11.

14.

15.

VI. 16.

In our work, we have designed such a system that ca
classify the emaotion of the sentence in Bengaliudoents.
We have also designed another system for sentiment
analysis of English documents. We have used machine
learning algorithm for prediction task and poinsaimutual
information for feature selection. We have usedgrams
and bigrams features for this task. Other featstash as
reduplication words, emotion words, and foreigndehave
also been tried but we did not obtain better resiir
emotion tagging on our Bengali datasets.
The performance of the proposed system may

improved in the following ways:

1) Introducing new features.

2) Using any other new feature selection technique.

3) Introducing new machine learning algorithm.

CONCLUSIONS
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