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Abstract: Survival analysis and machine learning has been 

shown to be an indispensable aspect of disease management as it 

enables practitioners to understand and prioritize treatment mostly 

in terminal diseases. Cervical cancer is the most common 

malignant tumor of the female reproductive organ worldwide. 

Survival analysis which is a time –to –event analysis for survival 

prediction is therefore needed for cervical cancer patients. Data 

Value Metric (DVM) is an information theoretic measure which 

uses the concept of mutual information and has shown to be a 

good metric for quantifying the quality and utility of data as well 

as feature selection. This study proposed the hybrid of Genetic 

Algorithm and Data Value Metric for feature selection while 

Recurrent Neural Network and Cox Proportionality Hazard ratio 

was used to build the survival prediction model in managing 

cervical cancer patients. Dataset of 107 patients of cervical cancer 

patients were collected from University of Benin Teaching 

Hospital, Benin, Edo State and was used in building the proposed 

model (RNN+GA-DVM). The proposed system outperform the 

existing system as the existing system had accuracy of 70% and 

ROC score of 0.6041 while the proposed model gave an accuracy 

of 75.16% and ROC score of 0.7120 respectively. From this study, 

It was observed using the GA_DVM features selection that the 

variables highly associated with cervical cancer mortality are 

age_at_diagnosis, Chemotherapy, Chemoradiation, Histology, 

Comorbidity, Menopause, and MENO_Post. Thus, with early 

diagnosis and proper health management of cervical cancer, the 

age of survival of cervical cancer patients can be prolonged.  

Keywords: Cervical cancer, Cox Proportional Hazard, Machine 

Learning, Survival Model. 

I. INTRODUCTION 

Computing and information technologies in recent times 

have shown to be an invaluable asset in all walks of life owing 

to its disruptive and yet positive tendencies in complementing 

and making life easier for mankind.  
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It has progressively crept and weaves itself into the fabric of 

human existence making it nearly indistinguishable from 

human being as they can hardly stay away from the 

computing devices [8]. Medical care and its associated 

processes are not left out in this new wave of technology-

induced environment and has since become an essential 

ingredient in the twenty first century medical care. [8];[6] 

Medical diagnostic models built on the concept of Soft-

Computing (SC), Artificial Intelligence (AI) and Machine 

learning (ML) has been widely accepted and implemented in 

different problem domain [1]. These techniques have been 

used independently or in collaboration with certain tools in 

creating models which enhances existing capabilities. ML, 

extract hidden patterns from synthesized, structured and 

unstructured clinical data in conceptualizing intelligent 

models with the ability to predict varied illnesses [3].These 

predictions are obtained through training instances visualized 

from medical dataset. Pattern Recognition (PR) and Machine 

Learning (ML) algorithms, perhaps are the avalanche of data 

prediction (James et al., 2001. The varied nature of ML 

algorithms – supervised, unsupervised and reinforced – has 

provided a unique trail in data classification and prediction 

[2] Cervical cancer is experienced by women were the cancer 

cells starts in the cells of the cervix. The cervix is the lower, 

narrow end of the uterus (womb). The cervix connects the 

uterus to the vagina (birth canal). Cervical cancer usually 

develops slowly over time. Before cancer appears in the 

cervix, the cells of the cervix go through changes known as 

dysplasia, in which abnormal cells begin to appear in the 

cervical tissue. Over time, if not destroyed or removed, the 

abnormal cells may become cancer cells and start to grow and 

spread more deeply into the cervix and to surrounding areas. 

According to (Joanne and Mark, 2013), Cervical cancer is the 

most common major cause of death in women worldwide 

from the last few decades. It is one of the main types of cancer 

after the lungs and breast cancer among women and is prone 

to higher medical burden on the patients and their families. 

(WHO, 2019). The disparity in survival rate between 

developing and developed nations is pathetic, 33 – 77% is 

highly unfathomable and must be reduced (WHO, 2019). 

Cervical cancer is the fourth most common cancer among 

women globally, with an estimated 604 000 new cases and 

342 000 deaths in 2020. About 90% of the new cases and 

deaths worldwide in 2020 occurred in low- and middle-

income countries (WHO, 2020). According to (WHO, 2021) 

the mortality to incidence ratio of cervical cancer in Nigeria 

is at 0.66 which is very high[13]. 
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 These statistics highlights the need for a coordinated effort 

toward improving the extent and quality of services for 

cervical diagnoses. [5] opines that survival rate was greater in 

postmenopausal cervical cancer patients than premenopausal 

cervical cancer patients. It is therefore imperative to have a 

system that can predict the overall survivability of a person 

based on her characteristics or covariates in order to ensure 

proper management of the cervical cancer by helping the 

doctors decides which treatment provides the most benefit. 

This research propose a system that predicts the survivability 

of cervical cancer patient’s as the risk of failure or death to 

ensure appropriate diagnosis and management of cervical 

cancer patients. The research used Genetic Algorithm and 

Data Value Metric for the feature selection while Neural 

Network in combination with Cox Proportionality Hazard 

model was used to build the survival prediction model. and 

342 000 deaths in 2020. About 90% of the new cases and 

deaths worldwide in 2020 occurred in low- and middle-

income countries (WHO, 2020). According to (WHO, 2021) 

the mortality to incidence ratio of cervical cancer in Nigeria 

is at 0.66 which is very high[13]. These statistics highlights 

the need for a coordinated effort toward improving the extent 

and quality of services for cervical diagnoses. [5] opines that 

survival rate was greater in postmenopausal cervical cancer 

patients than premenopausal cervical cancer patients. It is 

therefore imperative to have a system that can predict the 

overall survivability of a person based on her characteristics 

or covariates in order to ensure proper management of the 

cervical cancer by helping the doctors decides which 

treatment provides the most benefit. This research propose a 

system that predicts the survivability of cervical cancer 

patient’s as the risk of failure or death to ensure appropriate 

diagnosis and management of cervical cancer patients. The 

research used Genetic Algorithm and Data Value Metric for 

the feature selection while Neural Network in combination 

with Cox Proportionality Hazard model was used to build the 

survival prediction model. 

II. RELATED WORKS  

Rocky et al.(2005) proposed a system as an early warning for 

cervical cancer diagnosis. The proposed system used a 

hybridized ridge polynomial neural network and chaos 

optimization algorithm. Their system showed self learning 

ability due to the use of machine learning but devoid of 

malignant cancer recognition and survival analysis.  [4] 

design a hybrid decision support system for detecting the 

different stages of cervical cancer. They used rough set 

theory, genetic algorithm and neural network which had a 

good performance however over fitting and under fitting was 

an imminent problems in addition to the fact that there was 

no survival analysis. [5] presented new feature of cervical 

cancer that is suitable and can be used as inputs for neural 

networks in cervical cell classification system using 

hierarchical hybrid multilayered perception.[7] presented a 

survey of soft computing to improve the accuracy of 

predicting cancer susceptibilities, recurrence and portability 

and implemented it using artificial neural network. Their 

system though was able to address implicit relationship, large 

data and non linear data yet was prone to overfitting and 

consequent performed poor. Jim et al. (2015) developed a 

cervical cancer progress prediction tool for human 

papillomavirus using a support vector machine but was 

computationally intensive[9] developed a system to classify 

cervical cancer using different types of artificial neural 

network architectures. Chari et al(2013) presented a magnetic 

resonance imaging (MRI) appearance of cervical carcinoma 

and cross sectional imaging and introduce subjectivity in 

diagnosis through picture recognition. [11] proposed a novel 

methodology for screening cervical cancer using artificial 

neural network. [12] present an improvement of Multilayer 

perception classification on cervical pap smear data with 

feature extraction using multilayered perceptron. [14] 

presented a cervical cancer detection and classification 

system using texture analysis as a proper classification 

technique to obtain the staging of cervical cancer patients 

using texture analysis of magnetic resonance imaging. 

Abdullah et al.(2017)[15] proposed an efficient model for 

feature selection and classification of cell in cervical smeared 

images using fuzzy K-nearest neigbours algorithm and 

Particle swarm algorithm. Mohammed et al.(2017) [16] 

proposed a system for determining high risk patient with 

cervical cancer through machine learning using multilayered 

perceptron, Bayesian network and k-nearest neigbour. Their 

proposed system yielded a high level of classification 

accuracy as well as reduction of overfitting through Bayesian 

network and k-nearest neigbour.[17] investigated the efficacy 

of using multilabel classification techniques for diagnosing 

cervical cancer at early stage. They used learning algorithms 

(multi-label classification) , Naïve bayes, J48 decision tree, 

sequel minimization optimization and random forest 

method[18] presented a model for the prediction and 

diagnosis of cervical cancer using Adaptive Neuro-Fuzzy 

Inference system.[19] developed an expert system for 

predicting the cervical cancer using data mining technique 

(Genetic Algorithm and Artificial Neural Network). [19] also 

presented an innovative system for classifying cervical cancer 

using Adaptive Neuro Fuzzy Inference System [20] presented 

a supervised deep learning embeddings for the prediction of 

cervical cancer by predicting the outcome of a patient biopsy 

given risk patterns from individual medical records.[21] 

designed a system to predict 10 year overall survival in 

patients with operable cervical cancer using probabilistic 

neural network model.[21][10] also presented a system to 

predict 5-year overall survival in cervical cancer patient 

treated with radical hysterectomy using computational 

intelligence of probabilistic neural network, multilayered 

perceptron, gene expression programming classification, k 

means algorithm and radial basic function based support 

vector machine. Their system utilized lesser time in 

determining the network architecture and in training. 

Sushruta et al(2017) proposed Genetic algorithm as an 

effective tool for global optimization. Mercy et al(2019)[24] 

developed an algorithm for automated detection of cervical 

pre-cancers with low-cost point of care, pocket colposcope 

which used automatic feature extraction and classification for 

VIA and VILI cervigram and combining features of VIA and 

VILI feature to train Support Vector Machine.  
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Sowjanya et. al(2019)[14] presented a machine aided 

identification of risk factors of cervical cancer among 

individuals who are likely to get the disease using feature 

selection methods and C45 classification algorithm. [22] 

developed a microarray based cancer prediction using soft 

computing approach of rough set theory which performed 

comparatively well. [23] proposed a data value metric for 

quantifying the value of data in a big data ecosystem and its 

suitability for feature selection even in traditional structured 

data. Analysis of Existing System Analysis is an important 

phase in system development life cycle where factual data are 

collected in view of understanding the processes involved, 

identifying problems and recommending solutions in order to 

improve the system functioning. It is an attempt to give birth 

to new ideas that satisfy the current needs of the user and 

provide a basis for future improvements.  

Algorithm of the Existing System 

 The algorithm of the existing system is heavily reliant on the 

probabilistic neural network (PNN) and is shown in Fig. 1 

 
Input:  

D: a training data set.  

T: a test data set.  
PNN: Probabilistic Neural Network. 

Output: 

L: label of classification results 

Procedure: 

Step 1: Read in the file of exemplar vectors and class 

numbers 

Step 2: Sort these into k sets where each set contains 

one class of vectors 

Step 3: for each k 
 Define a Gaussian function centered on each 

exemplar vector in set k 

Define the summed Gaussian output function 
Once the PNN is defined , then we can feed vectors 

into it and classify them as follows 

Step(i) read the input vector and feed it to each 
Gaussian function in each class 

Step(ii) for each group of hidden nodes, compute all 

Gaussian functional values at the hidden nodes 
Step (iii): for each group of hidden nodes, feed all its 

Gaussian functional values to the single output node 

for that group 
Step (iv): at each output node, sum all of the inputs 

and multiply by constant 

Step(v): find the maximum value of summed 

functional values at the output nodes 

Prediction/ Classification 

 L ′= predict Label(T );  

 L= convertLabel(L ′ ) 

Fig. 1: Algorithm of the Existing system using PNN 

The algorithm of the existing system is heavily reliant on the  

probabilistic neural network (PNN) and is shown in Figure 1.  

 

Weakness of the Existing System 

The existing system of Bodgan et al. (2019) has some 

limitations which prevent it from having a practically good 

performance as needed. The limitations are as follows: 

i. The model did not consider the use of feature selection 

as with the high number of variables or features could 

lead to degradation of performance and make the model 

more complex more so when PNN consumes a lot of 

memory, Their model was shown to prone to lengthy 

training time, over-fitting and under-fitting problem 

which might be a consequence of not using feature 

selection.  

ii. The existing systems used Probabilistic Neural 

Network. PNN alone is very poor when it comes to 

temporal data for classification task; it is unable to 

perform well on time based aspect of the problem under 

review.  

III. ARCHITECTURE OF THE PROPOSED SYSTEM  

The architecture of the proposed system is shown in Fig. 2 

while the feature selection sub component is expanded in Fig. 

3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: The Architecture of the proposed System 
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Figure 3: Proposed Genetic Algorithm based Data Value Metric feature selection 

 

A. Brief Description of the Components of the 

Proposed System 

This section gives a brief description of the various 

components in the proposed system architecture indicated in 

Fig. 2. and Fig. 3 

1. Patient Symptoms and Signs Subcomponent 

Disease symptoms are the biological indicators which are 

associated with the clinical presentation of diseases as learnt 

from medical literature and expert physicians. George et al 

(2000) opined that a symptom is a visible or even a 

measurable condition indicating the presence of a disease and 

thus can be regarded as an aid towards diagnosis. It is based 

on this clinical presentation that a doctor or physician makes 

a tentative judgment about the state of the patient of either 

being positive or negative to the disease and consequently a 

test for confirmation 

2. Feature Selection Sub-Component 

It is important to note that the essence of feature selection in 

this model is feature reduction. The feature selection process 

points out all the input features relevant for the survival 

prediction of the cervical cancer and it is an indispensable 

data pre-processing step. The difficulty of extracting the most 

relevant and informative variables is due mainly to the large 

dimension of the original feature set.  
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The feature selection is done using Genetic algorithm and 

data value metric where \data value metric is used as the 

fitness function in the genetic algorithm. The subcomponent 

of the feature selection is: 

B. Justification for the hybridizing the two 

algorithms for feature selection (Genetic Algorithm and 

Data Value Metric GA-DVM) 

Noshad et al., (2021), proposed the use of Data Value Metric 

for feature selection in both supervised and unsupervised 

machine tasks. These methods used a sequential forward 

selection search strategy, which is prone to local minima and 

has a negative impact on the machine algorithm's 

performance when outputted features are used. On one hand, 

there is a need to avoid the local minima that is inherent in 

the Data Value Metric algorithm for feature selection, while 

on the other hand, there is a need to address the problem of 

some redundant features inherent in Mutual information, as 

the features chosen may not be guaranteed to be non- 

redundant (Chandrashekar and Sahin, 2014). The Genetic 

algorithm is well-suited to dealing with the dual problem as 

genetic algorithm can be used to avoid local minima and also 

deal with redundant features. 

C. Data Value Metric  

Noshad et al., (2021) proposed a new information theoretical 

measure that quantifies the useful information content of 

large heterogeneous and traditional datasets. Data analytical 

value (utility) and model complexity are used by the DVM. It 

can be used to determine whether appending, expanding, or 

augmenting a dataset will benefit specific application 

domains. DVM quantifies the information boost or 

degradation associated with increasing the data size or the 

richness of its features, depending on the data analytic, 

inferential, or forecasting techniques used to interrogate the 

data. DVM is a combination of fidelity and regularization 

terms. The fidelity measures the utility of the sample data in 

the context of the inferential task. The computational 

complexity of the corresponding inferential method is 

represented by the regularization term. Inspired by the 

concept of information bottleneck in deep learning, the 

fidelity term depends on the performance of the 

corresponding supervised or unsupervised model. DVM 

captures effectively the balance between analytical-value and 

algorithmic-complexity. Changes to the DVM highlight the 

tradeoffs between algorithmic complexity and data analytical 

value in terms of sample size and dataset feature richness. 

DVM values can be used to optimize the relative utility of 

various supervised or unsupervised algorithms by 

determining the size and characteristics of the data.     

D. Genetic Algorithm (GA) 

A GA is a heuristic search algorithm that is based on natural 

selection and genetics. To evolve a solution to a problem, the 

idea is to mimic biological processes such as survival of the 

fittest. GA is a method of evolving chromosome populations 

to new populations by combining selection with operations 

such as crossover and mutation (Mitchel, 1998). Each 

chromosome contains genes. Selection operators select the 

fittest individuals from the population, whereas crossover and 

mutation mimic biological processes that introduce diversity 

into the population. Crossover and mutation are exploration 

processes, whereas selection is an exploitation process. 

Evolutionary algorithms are best suited for problems with a 

large search space, or a large number of possible solutions. 

Other problems necessitate the creation of new solutions at 

each stage in order to investigate new options, or they involve 

complex solutions that cannot be processed by hand (Mitchel, 

1998). GAs, like the evolutionary process, relies on the fittest 

organisms/solutions to survive. The fitness of an 

organism/solution is determined by the problem at hand, and 

it is a factor that evolves over time. 

E. Recurrent Neural Network (RNN) 

This is a type of artificial neural network that is suitable for 

processing temporal information or data and learn sequences. 

It contains at least one feedback connection; therefore the 

activations can flow in a loop. The survival data used in this 

research is a temporal data hence the suitability of using RNN 

for it. 

 

Figure 4: A simple architecture of RNN 

IV. METHODS AND MATERIALS  

To carry out survival analysis and develop a predictive model 

on cancer using a machine learning algorithm, the following 

steps were adopted (i) Data collection, (ii) Data preparation, 

(iii) Feature selection (iv) Implementing the proposed model, 

and (iv) Evaluation.    

A. Data Collection  

Collection of quality data is an indispensable aspect of 

machine learning. This research work made use of cervical 

cancer data collected from the University of Benin Teaching 

Hospital, Edo State, Nigeria which was well approved by the 

Ethical committee of the hospital. An Oncologist who is 

specialized in diagnosis and treatment of cervical cancer 

guided the collection of the cervical cancer data. Records of 

about 120 patients were collected using excel sheets to enter 

the data. About 13 records were dropped because of 

incomplete information leaving a total of 107 records. A 

follow up on those whose files were around and were not 

coming for treatment again was done through a well-

established procedure to assay whether they are still alive or 

not. Cervical cancer Data was collected from 2012 till date 

which was subsequently used for the system dataset during 

the implementation.  
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The cervical cancer data were recorded using a spreadsheet 

with the assistance of the health workers in the unit. Most of 

the features relating to cervical cancer that needed to be 

collected for the study were outlined by medical personnel 

(Oncologists) that the researcher contacted Features relating 

to the survival or mortality of diabetes mellitus patients were 

collected from the Hospital. Table 1 below is a description of 

the variables collected and used for the proposed system. 

Table 1. Identified Variables for determining Cervical Cancer Data 

S/N Names of Variables Labels 
   

1 Age at first diagnosis (in years) Numeric 

2 Present age  Numeric 

3 Highest Education Primary, Secondary, Tertiary, Others, Nil 

4 Occupation 
Business, Civil Servant, Teacher, Electrician, Trader, Carpenter, 

Farmer, Cleaner, Nil 

5 Marital Status Single, Married, Widow, Widower, Divorced  

6 Ethnicity  Urhobo, Yoruba, Igbo, Hausa, Itsekiri, Ijaw 

7 History of Smoking Yes, No 

8 Stage 
Early stage cervical cancer,  Locally Advance cervical cancer,  

Advance Stage cervical cancer 

9 Stage _level  

10 Treatment options 
Chemotherapy-1,Brachytherapy-2,Radiotherapy-3,Chemoradiation-

4 
  Numeric   

11 Menopause Adrenocasinoma-  1, Squamous cell 2,  Adrenosquamous  -3 

12 Histology 
Bleeding, Diabetes, Hypertension (Any  2 --- 2,     Any 1 --- 1  ,  

Non  ---  0) 

13 commobidity  
   

14 Mortality (Dead or Alive) Numeric 

B. Data Preparation  

After the collection of data, the data was prepared and 

cleaned. This means that data necessary for use in the various 

machine learning algorithms were processed. The process 

involved the following: 

1. The ethnicity (Tribe) column was dropped.  

2. Yes / No type of columns were respectively converted and 

cleaned. 

3. Single observation on target variable value was found to be 

missing and hence dropped.  

4. Missing observations on a few categorical columns were 

detected and thus filled with their respective column mode 

value. 

5. All the categorical features were one-hot encoded. 

6. Treatment options were splitted into chemotherapy, 

radiotherapy, radiology, Brachytherapy, chemo radiation 

7. Commodity column was splitted to CM1, CM2 and CM3 

8. All the values in the dataset were scaled between 0 and 1 

as a standardization technique. 

9. Dataset was split into training and testing sets 

C. Feature selection using Genetic Algorithm-Data 

Value Metric (GA-DVM) 

Building a model requires feature selections to ensure right 

number of features as well as non-redundant and relevant 

features is selected which are representative of the domain 

under discussion (in this case, cervical cancer patients). The 

dataset of the cervical cancer of 107 patients and 15 attributes 

or features shown in Fig. 5 are fed into the feature selection 

using GA-DVM. The histogram of the age_at_diagnosisis 

shown in Fig. 6. The pair plot of some selected features is 

shown in Fig. 7. The output of the model showing the selected 

features and a plot of the fitness value (Data Value Metric) 

plotted against the generation is shown in Fig. 8 and Fig. 9 

respectively. 

 

  
Fig. 5: snapshot of the cervical cancer dataset 
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Fig. 6: The histogram showing the age_at_diagnosis 

 

Fig. 7: A pair plot of stage level,age_at_diagnosis, years_after_diagnosis 
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Fig. 8: Output of the feature selection using GA-DVM 

[False,True,False,True,False,True,False,False,True,True,True,True,False,False]  

[age_at_diagnosis, Chemotherapy, Chemoradiation, Menopause, MENO_Post, Histology, CM_2] 

 

Fig. 9: Genetic Algorithm Fitness Score (DVM Score) Versus Generations 
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The GA-DVM selected some features such as: 

age_at_diagnosis, Chemotherapy, Chemoradiation, 

MENO_post, Histology,CM_2 

Implementing the proposed model  

D. Data Training and Learning using Recurrent 

Neural Network 

The cervical cancer datasets are prepared for training and 

learning of the dataset features using Recurrent Neural 

Network. During the training process, the model makes an 

effort to comprehend the properties and instance 

representation of the cervical cancer patients’ dataset that is 

used as input.The programmer chose to divide the datasets 

into three (3) partsof training, validation and testing 

respectively. The training data is represented using the 

attributes after the instance and attributes have been chosen. 

In Recurrent Neural Networks (RNN), outputs from the 

preceding states are fed as input to the current state. The 

hidden layers in RNN can remember information. The hidden 

state is updated based on the output generated in the previous 

state. However, in this present study, RNN going through 200 

epochs. Fig. 10 shows that the training accuracy of the 

proposed model is 88.53%andthe validation accuracy is 

73.85%.  This clearly shows an acceptable generalization 

capability. The training epoch output showing the training 

performance in terms of validation loss, training loss, training 

accuracies and validation accuracies through the iterations is 

shown in Fig. 11 

 

Fig. 10: output of the model in terms of accuracies 

 

 

Fig. 11: Output of the training in terms of epoch 

E. Learning Curve of the Proposed Model 

A learning curve is a plot of model learning performance over 

experience or time. The learning curve of model performance 

on the train and validation datasets can be used to diagnose 

an underfit, overfit or w well-fit as well as used to diagnose 

the representative of the training and validation datasets of 

the problem domain.  There are two types to be considered 

here, Optimization learning curve and performance learning 

curve. 

F. Optimization Learning Curve 

The optimization learning curve is calculated based on the 

metric by which the parameters of the model are being 

optimized, in this case, the loss. The optimization learning 

curve gives an idea of how well the model is learning. The 

optimization learning curve is shown in Fig. 12. 

G. Performance Learning Curve 

This is a learning curve calculated based on the metric by 

which the model will be evaluated and select. In this case, we 

used accuracy. The performance learning curve is shown in 

Fig. 9. 
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Fig. 12: Optimizing Learning curve (Training Loss 

versus Validation Loss) 

 

Fig. 13: Performance Learning Curve for the training 

From Fig.12, it could be seen that the proposed model had a 

good fit as the plot of training loss and validation loss 

decreased to a point of stability and has a small gap between 

them. It could be seen that both the validation and training 

datasets are adequately representative and provide enough 

information to learn the problem and evaluate the ability of 

the model to generalize. The proposed model as shown in Fig. 

7 is representative because the validation loss is always 

higher than the training loss and the gap between them is 

small. 

V. EVALUATION   

The performance metrics were used to evaluate the 

performance of the various algorithms in this study. This 

section compares the output of the training datasets with that 

of the testing datasets in order to check all conceivable 

combinations and evaluate how effectively a model will 

predict the intended or expected results. If the expected result 

is far different from the output result, input can be adjusted 

and the model will be fine-tuned based on the results of the 

test data set. This is accomplished by comparing the attributes 

of the training and testing datasets, computing the probability 

for each hypothesis based on the attributes, and categorizing 

the attributes that are most similar to the outcome. 

 

A. Result from Existing of Bodgan et al (2019) using 

PNN Algorithm 

Table 2: Performance measure of our existing system 

using PNN (Bodgan et al, 2019) 

Metrics std=0.2 std=0.4 std=0.6 std=0.8 std=1.0 

F-measure 0.75 0.8 0.8 0.8 0.78 

Accuracy  0.64 0.69 0.7 0.7 0.67 

ROC score 0.5625 0.5 0.6041 0.6041 0.5625 

Precision 0.7 0.71 0.72 0.72 0.7 

Recall 0.79 0.92 0.96 0.96 0.88 

A Probabilistic Neural network (PNN) algorithm used by our 

existing system of Bodgan et al. (2019) was implemented 

using the same cervical data used in the proposed system to 

compare their performance. Its output in terms of Precision, 

Recall, Accuracy, F-measure and ROC AUC is shown in 

Table 2 using standard deviation of 0.2, 0.4, 0.6, 0.8 and 1.0 

respectively while the performance measures are graphically 

displayed as shown in Fig.14.  The highest Area under Curve 

of the standard deviation configurations, its classification 

report and confusion matrix is shown in Fig. 15, Fig.16 and 

Fig. 17 respectively. 

 

Fig. 14: performance measures on Cervical dataset using 

existing system PNN (Bodgan et al, 2019) 

 

Fig. 15: ROC curve for existing system PNN (Bodganet 

al., 2019) 
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Fig. 16: Classification report of the existing system 

B.  Result from our Proposed Model 

A recurrent neural network algorithm used by our proposed 

system was implemented using the same cervical dataset and 

was tested. Two variants of the model was built, our proposed 

system hybridizing the feature selection algorithm of GA-

DVM while the other one is without the feature selection 

component and as such feature selection was not done.30% 

of the dataset was kept as a testing datasets in order to assay 

the performance of the model. The classification report of the 

proposed system is shown in Fig.18; the ROC-Curve is 

shown in Fig.19. A comparative analysis of the proposed 

system (RNN+GA-DVM) and the other system (RNN 

without feature selection) in terms of Precision, Recall, 

Accuracy, F-measure and ROC AUC is shown in Table 3 

while the comparative performance measures are graphically 

displayed shown in Fig. 15 and Fig.16. 

 
Fig. 17: Classification report of the proposed system 

 

Fig. 18: ROC Curve of the proposed system 

Table 3: Performance comparison of proposed system 

(RNN+GA-DVM) and RNN without GA_DVM 

Metrics 
RNN+GA-DVM RNN without 

GA_DVM (Proposed system) 

F-measure 0.82 0.781 

Accuracy  0.7516 0.7 

ROC score 0.7126 0.5948 

Precision 0.72 0.7 

Recall 0.96 0.93 

Table 4: Performance comparison of proposed system 

(RNN+GA-DVM), RNN without GA_DVM and Existing 

System (PNN model) 

Metrics RNN+GA-DVM 

(Proposed 

system) 

RNN without 

GA_DVM 

Existing 

Model 

(PNN using 

std=0.8) 

F-measure 0.8200 0.7810 0.8000 

Accuracy  0.7516 0.7000 0.7000 

ROC score 0.7126 0.5948 0.6041 

Precision 0.7200 0.7000 0.7200 

Recall 0.9600 0.9300 0.9600 

 

Fig. 19: Performance comparison of proposed system 

(RNN+GA-DVM) and RNN without GA_DVM 

 

Fig. 20: Performance comparison of proposed system 

(RNN+GA-DVM) and RNN without GA_DVM 

VI. RESULT DISCUSSION 

To perform the prediction of cervical cancer survival, this 

study has developed a hybrid model of implementing Genetic 

Algorithm based Data Value Metric for the feature selection 

and the Recurrent Neural Network model for prediction. 

From the performance and evaluation of the designed model, 

this study has shown that the integration of feature selection 

into the recurrent neural network in survival prediction of 

cervical cancer prediction is achievable.  
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The result of the Genetic Algorithm based Data value Metric 

for feature selection on the dataset showed that the variables 

that are associated with cervical cancer mortality are age at 

diagnosis, Chemotherapy, Chemo-radiation, Histology, 

Menopause, Comorbidity, and MENO_Post. Thus, with early 

diagnosis and proper health management of cervical cancer, 

the age of survival of cervical cancer patients can be 

prolonged. The study ascertained that our proposed system 

(RNN+GA-DVM) performs better than the existing system 

(PNN, presented by Bodgan et al, 2019) with an accuracy of 

75.16% and 70.00%. 

VII. CONCLUSION  

The study did a survival analysis of cervical cancer patients 

using cervical cancer dataset from University of Benin 

Teaching Hospital, Benin, Delta State to train a recurrent 

neural network armed with feature selection capability of 

genetic algorithm and Data Value Metric algorithm for the 

survival prediction of cervical cancer patients. The genetic 

Algorithm-Data Value Metric selected seven (7) features for 

prediction of the survivability of any patient and was used to 

train the recurrent neural network which had an accuracy of 

75.16% which is better performance than the existing system 

of Bodgan et al.(2019).The study has been able to establish 

that a genetic algorithm based data value metric can be used 

for feature selection which could improve the performance 

metrics of machine learning model for survival prediction of 

cancer patients can be implemented. This is because machine 

learning tools and algorithms and efficient in building 

prediction and analysis models. 
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