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Bidirectional English to Wolaytta Machine 

Translation Using Hybrid Approach 
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Abstract: As a part of natural language processing (NLP), 

machine translation focuses on automated techniques to produce 

target language text from the source language text. In this study, 

we combined two approaches: the rule-based MT approach and 

the statistical MT approach. Sentence reordering, Language 

model, Translation models, and decoding comprise the system. 

POS tagging was used to reorder the sentence more comparably, 

the IRSTLM tool was used to create language models for 

English, and the Wolaytta, Giza++ tool was used for translation. 

To ensure mutual translation, two language models have been 

developed.  Four phases of experiments are carried out on the 

collected data set. Phases of experimentation include 

preprocessing on the parallel corpus, language modeling, 

training the translation model, and tune-up the translation 

system. For both side translations, the BLEU score assessed the 

accuracy of the translation from Wolaytta to English was 46.31 

% and from English to Wolaytta was 56.56%.  

Keywords: Natural Language Processing, English-Wolaytta 

Machine Translation, Machine Translation, bidirectional 

Machine Translation, Hybrid Approach, Statistical Approach, 

Rule-Based Approach, Parallel Corpus. 

I. INTRODUCTION

A language is a structured communication system used 

by humans that consists of sounds (spoken languages) or 

gestures (sign languages) [1]. A natural language is any 

language developed naturally in humans through use and 

repetition without consciousness and deliberate planning. 

Natural language can take various forms, such as speech or 

signs. English is the language of the United States, the 

United Kingdom, Canada, Australia, Ireland, New Zealand, 

and numerous island states in the Caribbean and the Pacific 

Oceans, and is native to England. Most of the material, 

software, and other applicable literature are in English only 

[2]. The Omotic languages are a group of about 30 

languages spoken in southwest Ethiopia around the Omo 

River, including; the 28 Omotic languages are divided into 

northern and southern subfamilies [3].  
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The Wolaytta language is one of the northern Omotic 

languages spoken in the Wolaytta area and some other parts 

of the nations, nationalities, and peoples region of southern 

Ethiopia [4].  

The Latin script has been used since 1993 to write 

Wolaytta's texts. The Wolaytta people are one of Ethiopia's 

indigenous peoples, whose cultures, traditions, political 

legacy, and kingdom belong to them. Wolaytta belongs to 

the Omotic-speaking people and their language is called 

Wolaytta (Wolayttato Doona) after the city's name [5]. 

The translation of a natural language (source language 

(SL) to another language (target language (TL) using 

computer systems with or without human interaction" is 

defined as machine translation [6]. One of the greatest 

advantages of machine translation is that it translates large 

lengths of text in a very short time, enables a quick and 

comprehensive understanding of the document, and is 

inexpensive. As a general term, MT is categorized into four 

main parts, "rule-based" refers to machine translation 

systems that are built based on both linguistic information 

about the source and target languages, primarily obtained 

from dictionaries (bilingual), and "example-based" machine 

translation with parallel texts as the main knowledge, where 

the technology is the main idea. As a result of the analysis of 

bilingual texts, "SMT" is generated by statistical models. 

Using rule-based, example-based, and statistics-based 

translation methods, a new approach, called the "hybrid 

approach", has been developed which has proven to be more 

efficient in the field of machine translation systems [7]. 

A. Problem Statement

Artificial intelligence is used in machine translation to 

translate text from one language to another without 

requiring a human translator. Bilateral machine translation 

systems between English and Wolaytta languages have not 

been created or investigated. Language speakers require 

human translators to translate various articles, books, and 

other written materials from English to the Wolaytta 

language and vice versa. For example, both English and 

Wolaytta language speakers encounter unique obstacles. 

However, the drawback of human translators is that they 

cannot speed up turnaround times and are more expensive 

than machine translation, which is why machine translation 

is 100 times more affordable than human translation. A 

human translator cannot handle a vast volume of swiftly 

translated text. Human translators cannot alter the cost, 

quality, and time in a way that was never feasible with 

linguistic solutions in the past. 

However, in conducting this work many challenges affect 

the bidirectional English-Wolaytta translation system. These 

challenges are as described 

below: 

1. Finding parallel data sets

for low-density language
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pairs, in the case of our study, the Wolaytta language has 

no electronic form of a dataset. 

2. Machine translation between language pairs belongs to 

distinct families or language pairs having different word 

order (e.g. between SVO and SOV word order 

languages.) 

3. Not all the words in the English language have 

equivalent words in the Wolaytta language and vice 

versa. In some cases, a word in the English language is 

to be expressed by a group of words in Wolaytta and 

vice versa. 

4. The challenge with machine translation is that it cannot 

account for the subtleties and nuance of language.  

II. LITERATURE REVIEW 

According to investigated Bidirectional Tigrigna-English 

Statistical Machine Translation. The investigator used three 

sets of experiments: baseline (phrase-based machine 

translation system), morph-based (based on morphemes 

obtained using an unsupervised method), and post-processed 

segmented systems (based on morphemes obtained by post-

processing the output of the unsupervised segmented). 

However, the investigator used only a statistical machine 

translation approach and this approach focuses only on the 

probability of the word occurring in the corpus. If the 

collected corpus is little, the accuracy of the translation is 

also too low [7]. 

According to investigated Bidirectional, English-Amharic 

machine translation using constraint corpus. To achieve bi-

directional translation, the investigator used two language 

models were developed, one in Amharic and the other in 

English. In this investigation Translation models have been 

developed to assign a chance for a given source language 

text to produce a target language text. Data collection-based 

experiments were conducted and results were recorded. The 

trials were conducted separately, in single sentences and 

another in complex sentencing. However, the limitation of 

this study was that the author not considers the Part of 

speech tag (POST) to get better translation accuracy [8].  

According to [9], investigated on English to Wolaytta 

machine translation using a statistical approach. The 

investigator used MGIZA++ to align the corpus to the word 

level by using IBM models and SRLM for the language 

model. However, the limitation of this study is that the 

investigator did not consider the accuracy of the translation 

system used only a statistical approach, and did not identify 

the structure of both language sentences. Also, the 

investigated translation system is only one direction. 

According to bidirectional Amharic-Afaan Oromo 

machine translation using a hybrid approach. The developed 

system includes four components: sentence rearrangement, 

model language, decoding, and model translation. The 

investigator used the IRSTLM and GIZA++ toolkit for the 

language model and translation model. However, the 

investigator does not consider the rule parts of both 

languages and the translation accuracy is low [10].  

The main research contribution is summarized as follows: 

▪ We enable effective communication between Wolaytta 

language speakers and English language speakers 

through a bidirectional machine translation system. 

▪ We Examine and identify key features for bidirectional 

English-Wolaytta machine translation. 

▪ The developed machine translation system is 100 times 

less expensive than human translation. 

▪ This work partially fulfills the Information gap of 

Wolaytta language speakers because the web resources 

like books, articles, news, journals, and other materials 

are written in English and other European languages. 

III. DESIGN AND DEVELOPMENT OF THE 

SYSTEM 

The study plans to develop a two-way machine translation 

system in English and Wolaytta languages with a hybrid 

approach, for the good fulfillment of this study, some 

measures have been taken, A corpus has been developed 

based on the approach followed and different tools have 

been used to develop a working system.  

A. Architecture of the System 

Figure 1 shows the architecture of bidirectional English-

Wolaytta machine translation using a hybrid approach. The 

architecture is made up of five major components, namely; 

POS Tagging, Sentence Reordering, Translation model, 

Language model, and decoder. The components are 

described as follows: 

 

 

[Fig.1: Architecture of the System] 

B. POS Tagging 

This component is the first step in the part of the rule, 

which assigns speech parts for the English and Wolaytta 

phrases to each word. A POS tag (or Part of speech tag) is a 

special level that is assigned to each token (word) in a text 

corpus to classify the part of speech and often other 

grammatical categories such as time, number 

(plural/singular), uppercase / Lower case, etc. POS tags are 

used for corpus search and text analysis tools and 

algorithms. In this study, for the English corpus Penn Tree 

bank Speech Tag Set is annotated, which was developed by 

Helmut Schmidt in the TZ project at the Institute for 

Computational Linguistics at the University of Stuttgart and 

contains modifications developed by Sketch Engine and for 

Wolaytta corpus there is no pre-made tag set in the Wolaytta 

language [11]. In this section,  

label sets for the study are identified and developed. 

Identifying and developing the details of the tag set requires 

human expertise and is time-

consuming. Therefore, 

different categories of tag sets 

were identified for this study 
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based on the basic Wolaytta language class of speech. For 

example, if the input phrase is “she is my sister,” the POS 

tagger will assign parts of speech to each word in the 

sentence and display it as “she_PRP is_VBZ my_PRP$ 

sister_NN,” or if the input sentence in Wolaytta as “A ta 

michchiyo,” the POS tagger will assign A_PP ta_PP$ 

michchiyo_NN.  

C. Sentence Reordering 

Reordering is a preprocessing stage for the statistical 

machine translation system (SMT) in which the words in the 

source sentence are reordered according to the syntax of the 

target language. English has an SVO sentence structure 

while Wolaytta has an SOV sentence structure. The 

reorganization also supports the decoding process and thus 

improves the quality of the machine translation. Alignment 

is the predominant approach to decoding and the accuracy of 

the translated sentence depends on the alignment of the 

word. Rearrange to produce fluid and equivalent output in 

the target language that preserves the meaning of the source 

text. This rearrangement technique is advantageous in 

minimizing the syntactic rearrangement problem with 

SMTs. We classify the rules for rearrangements into three 

main categories: the rules for simple phrases, questions, and 

complex phrases. There are some expressions and sentences 

in Wolaytta and English that do not require reordering the 

rules for translation. 

Example 1: A sentence containing the possessive pronoun 

which is underlined. 

➢ His cows are grazing grass. 

 

 

 

 
➢ A miizzati maatta miiddidosana 

Example 2: A Sentence containing the interrogative word 

which is underlined. 

➢ What is your name? 

 

 
 

➢ Ne Sunday oone? 

Example 3: A Sentence containing prepositions with 

cardinal numbers. 

➢ With two people 

 
 

 

➢ Na77u asura issue 

D. Translation Model 

The translation model gives a chance for a particular 

sentence to be translated into a sentence in the target 

language in the source language. When the sentence is 

transferred to the target language, the translation model 

finds the highest probabilities for sentences in the source 

language (t). For the translation of this system, two 

translation models have been developed the System is 

bidirectional, if the translation goes from the English 

sentence with the Wolaytta phrase; it is used to determine 

the translation quality in English of the source phrase to that 

Wolaytta Target phrase.  

The likelihood of a source sentence being translated into a 

target sentence is determined by a translation model. 

Modern translation models can be divided into four 

categories [12]. 

i. Word-based Models 

The word alignment is called when words in the source 

phrase are mapped to terms in the objective phrase. 

S1...sl and T1...tm are aligned by A=a1, a2,.am, where 

aj=0,1,...l. l} 

ii. Phrase-based Models 

They were revolutionary, but they didn't take into account 

case, gender, or homonymy. Every word was translated in a 

single-true way by the machine, according to it. No 

restrictions apply to word-by-word translations in phrase-

based translation systems. An important step was from 

traditional "word-based" (IBM-style) models. Using phrase-

based translation models, researchers have been able to 

improve translation quality over IBM models [12]. 

iii. Syntax-based Model 

Instead of words or strings, syntax-based translation is 

utilized when translating syntactic units. As the syntactic 

structure of one language is distinct from another, it is 

difficult to translate machines.  If you're translating from 

English to Wolaytta, you'll need to reorder the words. 

iv. Factored based Model 

Using factored translation models, phrases are represented 

as a series of inflected words, rather than as a series of 

inflected words with multiple levels of information. When 

using a factored model, a single word is a set of factors. 

These tags can be used to easily integrate morphological 

information as well as shallow syntax. Pre-processing and 

post-processing steps can benefit from such information. To 

improve statistical machine translation, factored models add 

different information. Both training data and models 

incorporate this information. 

E. Language Model 

The language model has the potential for text strings that 

can be defined as p(s) (for the source phrase S) and p(t) (for 

each target sentence T). It helps to select and combine the 

translation system with appropriate words or phrases in the 

local context. The objective of the language model is to 

create a statistical language model that can accurately 

estimate the propagation of natural language [13]. In the 

language, in question, you agree to rearrange words.  The 

language used is how fluent one is in the target language of 

the translated text, i.e. assuming the word order in the target 

language which is probably more fluent. There are several 

open-source language modeling toolkits: for integration into 

the Moses SMT system, RILM, IRSTLM, CMU SLM, and 

KenLM have been developed [14].  

A set of tools for creating and using statistical language 

models is provided in the SRILM toolkit. Unigrams, 

bigrams, trigrams, or higher n-grams  

can be obtained in the model N-Grams. For instance, if we  

have the Wolaytta phrases,  

▪ Maji boorra shammiis 

▪ Maji boorra bayziis 

▪ Maji ashuwa miis 
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▪ Maji laaxa miis 

▪ Ufaysoy laaxa mibena 

▪ Ufaysoy maja isha 

▪ Ufaysoy ashuwa dosenna 

❖ The unigram probability can be computed as: 
 

 
 

❖ The bigram probability may be calculated using the 

following formula: 
 

 
 

Where the words "Maji" and "boorra" have been found in 

the corpus two times and there are the words "Maji" in the 

corpus three times, the trigram probability is that:  

❖ The trigram probability may be calculated using the 

following formula: 
 

 
 

Where 1 is the number of occurrences of Maji, Boorra, 

and Shammiis, and 2 is the number of occurrences of Maji 

and Boorra combined. 

As the system is bidirectional, a language model was 

developed in the IRSTLM tool and the N-gram language 

model, both for English and for Wolaytta. 

F. Decoding 

After building the language and translation model, the 

decoding seeks the best possible probability among the 

exponential of choice for the new entry for the translation of 

a sentence or phrase, the product of the probability of the 

English Wolaytta translation model P (s|t) and Wolaytta-

English language model p (t), i.e. 

argmaxt P(s|t)*P(t)………………………………(1)  

If the best translation from Wolaytta to English maximizes 

the product of the Wolaytta probabilities, English translation 

model P (t|s) and Wolaytta language model English should 

be used P (s), i.e.  

argmaxs P(t|s)*P(s) …………………………..… (2) 

IV. EXPERIMENTATION AND ANALYSIS 

A.  Corpus Preparation 

The hybrid approach requires a parallel bilingual corpus. 

This study requires parallel documents in English and 

Wolaytta and comes from the Holy Bible, Wolaytta Zone 

Education Bureau, and Wolaytta Sodo University 

Department of Language and Literature. The entire corpus 

for experimenting with the system contains only 3,492 

sentences because of the scarcity of electronic documents 

within the Wolaytta language, which are very small 

sentences that compare to most of the available document 

languages. 

B. The Parallel Corpus Preprocessing 

After the parallel corpus has been created, there are 

important preprocessing aspects that must be addressed with 

regard to the properties of the corpus. The preprocessing of 

the parallel corpus consisted of four steps, including POS 

Tagging, text tokenization, true casing, and cleaning. All of 

these preprocessing steps are carried out with the Perl 

program in Moses scripts, except for POS tagging. 

i. Tokenization 

Tokenization is the process of breaking up the flow of text 

into words, phrases, symbols, punctuation marks, and other 

elements [15]. We tokenize the English-Wolaytta parallel 

corpus with Moses Tokenizer.perl, which is available in the 

Moses software package [16].  

The output of the program was text.tok.en and text.tok.wl 

[17]. 

ii. True Casing and Lower Casing 

True case letters are the problem of words that appear in 

the text in upper and lower case [18]. The word DOG, Dog, 

and dog can appear in a large collection of text [19]. Word 

in the sentences and also does the word count, every word in 

the corpus has been counted and returns the occurrence 

number. We performed true casing on English-Wolaytta 

parallel corpus using Moses truecase.perl program [20].  

The output result was text.tru.en and text.true.wl. 

iii. Cleaning 

Performing the cleaning process Long sentences and 

empty sentences are eliminated as they can cause problems 

in the training process, and misaligned sentences are also 

eliminated by the cleaning [15]. 1 or 50 for the parallel 

corpus of English-Wolaytta and empty sentences and over 

50 words are removed. 

The program used to clean corpus using Moses is clean-

corpus-n.perl and the output was text.clean.en and 

text.clean.wl 

C.  Experimentation  

In our modeling, the bilingual English-Wolaytta dictionary 

uses the hybrid machine translation system; the experiment 

was carried out in four (4) phases.  

Phase 1: Experiment on a Parallel Corpus 

In order to develop the hybrid model for the English-

Wolaytta languages, we need the parallel corpus for 

training, tuning, and testing. The prepared parallel corpus 

must go through various stages before it is used directly for 

the modeling and training of languages such as tokenization, 

true casing, and cleaning, so in this phase, we will focus on 

how these phases were carried out. 

D. Corpus Tokenization 

Tokenization was performed both in English and Wolaytta 

monolingual corpus, thus we put in both monolingual 

corpora as English-Wolaytta.en and English-Wolaytta.wl. 

After running the following program,  

the tokenized monolingual 

corpus was put in the form 

English-Wolaytta.tok.en and 
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English-Wolaytta.tok.wl. The result of the sample tokenized 

parallel corpus is shown in Figure 2. 
 

 

[Fig.2: Sample Tokenized English-Wolaytta Parallel 

Corpus] 

E. Corpus True Casing 

The true casing was performed in both English and 

Wolaytta monolingual corpus, the program has taken both 

tokenized monolingual corpus as English-Wolaytta.tok.en 

and English-Wolaytta.tok.wl. The True casing needs a free 

request program which is a true case modeling in both 

English monolingual corpus and Wolaytta monolingual 

corpus. After the program was executed, the true case 

monolingual corpus was obtained in the form of a true case 

model. En and true case-model.wl, in the specified working 

directory. Once the true cased model is executed, the next 

steps are true casing, normal corpus from the true cased 

model, and Tokenized one. The sample true-cased parallel 

corpus is shown in Figure 3. 

 

 

[Fig.3: Sample Cased English-Wolaytta Parallel Corpus] 

F.  Corpus Cleaning 

Corpus cleaning was executed in both English and 

Wolaytta monolingual corpus. The code used to execute 

corpus cleaning in Moses scripts is clean-corpus-n.perl. 

When we executed the cleaning program on our corpus it 

was obtained in the form of English-Wolaytta.clean.en and 

English-Wolaytta.clean.wl in a specified working directory.  
 

 

[Fig.4: Sample Cleaned Parallel Corpus] 

Phase 2: Experiment on Language Modeling 

The tool we use to model the language is IRSTLM. It 

handles LM formats, which makes it possible to reduce both 

memory and decoding and save time loading.  LM Provides 

tools for building LM, quantizing LM, compiling LM into 

binary format, accessing binary LM via query class and 

memory allocation mechanism, and fragment LM [15]. In 

this phase the first step we have flattened the boundary 

symbol and added the output as English-Wolaytta.sb.en in 

Figure 5. As the English corpus was smoothed and the 

border, symbol was added, the same for Wolaytta's text was 

smooth, and the border symbol was added. 
 

 

[Fig.5: Sample Smoothed and Boundary Symbol Added 

Model for English Sentences] 
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The second step was building an appropriate 3-gram 

language model, it was executed by inputting previously 

processed data (i.e. English-Wolaytta.sb.en) then we 

obtained a 3-gram 

  

 

[Fig.6: Sample 3-Gram Language Model] 

The third step of language modeling is binarising the 3-

gram ARPA language model to faster loading by using 

KenLM. Once the program is executed, the output binarised 

model is.blm which is in the form of 0 and 1. 

Phase 3: Experiment with Training the Translation 

Model. 

After all, our job is to train the translation model. The 

Moses Toolkit does an excellent job of completing calls to 

Giza ++ within a training script and generating the 

alignment table (phrase table), lexicalized reordering tables, 

and the Moses configuration file needed for decoding. The  

Moses decoder begins its execution by going to a directory 

where Giza ++ is installed. 

After running the program there should be a phrase table 

(alignment table), a lexicalized reordering table, and a 

configuration file (moses.ini) in the directory home / elsaye / 

hybrid/working/train/model. 

G. Phrase Table 

The phrase tables are the main knowledge source for the 

machine translation decoder Moses. 

The decoder consults these tables to figure out how to 

translate input in the English language into output in the 

Wolaytta language and vice versa. In the phrase table, each 

English word is aligned with a possible Wolaytta, and each 

Wolaytta word is aligned with a possible English word 

including alignment information. The sample phrase table is 

shown in Figure 7. 

 

[Fig.7: Sample Phrase Table] 

H. Lexicalized Reordering Table 

 While we perform translation, the lexicalized reordering 

table has been combined with the phrase table, and Moses 

configuration file to estimate the correct translation. The 

probability of each English word given that Wolaytta word 

is calculated in the lexical reordering table. Figure 8 shows a 

lexicalized reordering table. 

 

 

[Fig.8: Lexicalized Reordering Table] 

I. Moses Configuration File 

As a final step, a configuration file for the decoder was 

generated with all the correct paths in the generated model 

and a number of default parameter settings, and this file is 

called moses.ini. 

The decoder is controlled by the configuration file 

moses.ini in addition to this translation model files and 

language model files are also specified in moses.ini Figure 

9. Shows Moses configuration file (moses.ini). 
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[Fig.9: Moses Configuration File] 

Phase 4: Experiment with tuning the Translation System 

Tuning requires a little parallel data, separate from the 

training data; we have prepared 365 parallel sentences 

between English and Wolaytta. This corpus has been stored 

in the home directory as 

~/hybrid/corpus/tune/English-tune.en and 

~/hybrid/corpus/test/Wolaytta-tune.wl before the tuning 

process is to be tokenized and true cased. It takes the same 

procedure as in section 5.3.1 to tokenize and true case 

tuning parallel corpus. 

Once the tokenization and true casing are finished, we make 

a binarized model for the Phrase table and Reordering table. 

The following program was used to binarise-model for 

phrase-table and Reordering-table. 

Once the binarized model of phrase-table and Reordering-

table is finished, the next step is copying the moses.ini file 

from Mert-work to binarised-model directory and edit 

PhraseTableMemory into PhraseTableCompact and change 

the directory of PhraseTableCompact and 

LexicalReordering path to Binarised directory, and change 

the path of both PhraseTableCompact and 

LexicalReordering to binarised-model directory. Once the 

program was executed, we went back to the directory used 

for training, and the tuning process was launched using the 

Minimum error rate training (MERT) script; it was available 

in the Moses toolkit.  

The final result of tuning is a Moses.ini file with trained 

weights, which should be in ~/working/mert-

work/moses.ini. To check the translation with a tuned Moses 

configuration file, we run the following command line: 

~/hybrid$ ~/hybrid/Moses decoder/bin/moses -f 

~/hybrid/working/binarised-model/moses.ini and type in 

English or Wolaytta sentence, the result of tunes translation 

displayed on the terminal. 

J. Analysis of Translation System 

Once the experimentation of the system was finished, 

analysis of the result that was obtained from the experiments 

was evaluated. The analysis includes testing and results. 

i. Testing the system 

The translation performance evaluation of the Hybrid MT 

system needs to be measured on a corpus of data different 

from the training corpus and should include all domains. 

But, as described in section 3.4 lack of parallel English and 

Wolaytta data restricts the choice of testing data from all 

domains, when we tried testing on 100 parallel sentences 

from the domain other than training and tuning,  the 

obtained translation performance was determined. English-

Wolaytta corpus in the domain of training data was created 

(English-Wolaytta-test.en and English-Wolaytta-test.wl), 

and it required tokenization and truecasing. This was 

performed as previously done with the training corpus. 

Consequently, the Moses script filter-model-given-

input.Perl takes English- Wolaytta-test. True.wl testing file 

to produce the English-Wolaytta-test.translated.en file and 

the same for the English-Wolaytta-test en and it produces 

English-Wolaytta-test.wl as shown in Figure 10. a and b. 
 

 

[Fig.10a: Translated English Testing File] 

 

[Fig.10b: Translated Wolaytta Testing File] 

The final result of testing is a Moses.ini file with trained 

weights, which should be In 

~/working/filtered-

test/moses.ini. To check the 

translation with a tested 
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Moses configuration file, we run the following command 

line: 

~/hybrid/Moses decoder/bin/moses -f 

~/hybrid/working/filtered-test/moses.ini and type in English 

or Wolaytta sentence, the result of testing translation 

displayed on the terminal as shown in Figure 11 a, and 11 b 

 

 

[Fig.11a:  Sample of English to Wolaytta Translated Sentence] 

 

[Fig.11b: Sample of Wolaytta into English Translated 

Sentence] 
 

 

ii.Results 

The English-Wolaytta hybrid MT system was trained and 

evaluated using the English-Wolaytta parallel training set as 

translation examples and the English and Wolaytta Source 

Text as new sentences, yielding an output Target Text 

comprising translated English and Wolaytta sentences 

(Figure 11a and 11b).  

The BLEU evaluation measures were used to rate the 

output. Testing the system has been performed in two states: 

which is from English into Wolaytta and from Wolaytta into 

English.  

The comparisons of the experimental results are 

translating from Wolaytta to English and translating from 

English to Wolaytta is discussed below. 

 

 

[Fig.12a: Bleu Score from Wolaytta English Sentence] 

 

[Fig.12b: Bleu Score from English to Wolaytta Sentence] 

Table 1: Detailed Summary of the English-Wolaytta Machine Translation Experiment 

Language  
             Prepared Sentences Bleu Score 

For Training For Tuning For Testing Total English to Wolaytta Wolaytta to English 

English 3004 365 100 3,469 
56.56% 46.31% 

Wolaytta 3004 365 100 3,469 

 

Table 2: Few Examples of English Wolaytta Translations 

English Wolaytta 

Believe me. tana amanetta . 

Call me back. zaarada dawala , 

as soon as possible dandayetidaga keena eessuwan 

do me a favor issi wulata 

give me a hand kushshiya immiis . 

I do not understand Gelibeena 

V. CONCLUSION  

In this paper, we developed a Translation system for 

Bidirectional English-Wolaytta machine translation using a 

hybrid approach. A system is made up of four parts: 

sentence reordering, language 

modeling, decoding, and 

translation modeling. By 

applying its POS tagging, 
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preprocess the source language's structure so that it is more 

comparable to the structure of the destination language and 

is better handled by the statistics engine.  For Wolaytta 

sentences we manually tagged as there are no easily 

accessible tag sets. To create reordering rules for different 

sorts of Wolaytta phrases and sentences in English, the 

linguistic background and nature of the two languages were 

researched. 

We used the language modeling toolkit IRSTLM which is 

used to understand the source and target languages. In this 

study, the Moses decoder was used to decode a system. It 

takes the source sentence and decodes it into the best 

sentence of the target language. For the translation model, 

we use the    Giza ++ Toolkit, which is available on the 

GitHub website. Finally, four phases of experiments are 

performed on the collected data set to verify the translation 

of the system. Phase 1: is an experiment in the parallel 

corpus, phase 2: is an experiment in language modeling, 

phase 3 is: an experiment in training the translation model, 

and Phase 4: is an experiment in tune and testing the 

translation system and we receive both the English to 

Wolaytta and Wolaytta to English translation. 

For both lateral translations, the Bleu score assessed the 

accuracy of the translation. Wolaytta to English was 46.31% 

and from English to Wolaytta was 56.56%. Driven by the 

result from English to Wolaytta, they have better accuracy 

than the Wolaytta to English language pair because for 

English words there is more than one translation of Wolaytta 

word. 
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