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Abstract: This study presents an advanced deep learning 

framework for the real-time recognition and translation of Indian 

Sign Language (ISL). Our approach integrates Convolutional 

Neural Networks (CNNs) and Long Short-Term Memory (LSTM) 

networks to effectively capture both the spatial and temporal 

features of ISL gestures. The CNN component extracts rich visual 

features from the input sign language videos, while the LSTM 

component models the dynamic temporal patterns inherent in the 

gesture sequences. We evaluated our system using a 

comprehensive ISL dataset consisting of 700 fully annotated 

videos representing 100 spoken language sentences. To assess the 

effectiveness of our approach, we compared two different model 

architectures: CNN-LSTM and SVM-LSTM. The CNN-LSTM 

model achieved a training accuracy of 84%, demonstrating 

superior performance in capturing both visual and sequential 

information. In contrast, the SVM-LSTM model achieved a 

training accuracy of 66%, indicating comparatively lower 

effectiveness in this context. One of the key challenges faced 

during the development of the system was overfitting, primarily 

due to computational constraints and the limited size of the 

dataset. Nevertheless, through careful tuning of hyperparameters 

and the use of various optimization strategies, the model exhibited 

promising results, suggesting its potential for real-world 

applications. This paper also discusses the data preprocessing 

techniques employed, including video frame extraction, 

normalization, and data augmentation, which played a critical 

role in enhancing model performance. By addressing the 

complexities of sign language recognition, our work contributes to 

advancing communication accessibility for individuals relying on 

ISL, promoting greater inclusivity through technology. 

Keywords: Sign Language (SL), OpenCV, CNN, LSTM, hand 
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ISL: Indian Sign Language 

SL: Sign Language 

TSL: Turkish Sign Language 

IPO: Input-Process-Output 

KNN: K-Nearest Neighbors 

DNN: Deep Neural Networks 

ASL: American Sign Language 

LVSM: Latent Support Vector Machine 

CNNs: Convolutional Neural Networks 

I. INTRODUCTION

Effective communication is essential for societal survival.

Sign language (SL) serves as the primary mode of 

communication for individuals who are deaf. However, there 

are notable variations within sign language, leading to 

challenges in developing accurate recognition systems. These 

challenges have resulted in limited attempts to recognize SL 

gestures effectively, particularly for continuous, 

sentence-level SL. 

Sign language (SL) is a visuospatial language that relies on 

hand shapes, movements, and facial expressions to convey 

meaning. Recognizing and interpreting these dynamic 

gestures is a complex task due to significant variability across 

individuals, contexts, and even within the same language. 

Previous research has largely focused on recognizing isolated 

SL alphabets or words, leaving the recognition of continuous, 

sentence-level SL as an open challenge. 

In this paper, we introduce an innovative approach that 

combines the strengths of Convolutional Neural Networks 

(CNNs) and Long Short-Term Memory (LSTM) networks to 

address the complexities of continuous Indian Sign Language 

(ISL) recognition. The CNN module efficiently extracts the 

spatial characteristics of hand shapes and gestures, while the 

LSTM component captures the temporal dynamics of sign 

language sequences. By integrating these complementary 

neural network architectures, our system learns robust 

representations of ISL, enabling accurate real-time 

recognition and translation. 

Additionally, we compared the performance of two 

different model architectures: CNN-LSTM and SVM-LSTM. 

The CNN-LSTM model achieved an 84% training accuracy, 

while the SVM-LSTM model achieved a 66% training 

accuracy. Despite facing challenges with overfitting due to 

computational constraints, our system demonstrated 

promising results, paving the way for improved 

communication accessibility for the deaf community. 

II. LITERATURE SURVEY

Previous research on sign 

language recognition has 

explored diverse 

methodologies, such as 
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machine learning, computer vision, and deep learning 

techniques. Below is a brief overview of the pertinent 

literature. 

A. Leap Motion-Based Myanmar Sign Language 

Recognition using Machine  Learning [1] 

A technique for enhancing skin color and a color-based 

segmentation approach is utilized to identify hand skin tones 

and manual gestures within a machine learning-based 

Myanmar Sign Language recognition system. Face 

identification can detect a face's frontal aspect; however, it 

occasionally struggles to identify unconstrained faces. 

B. Automatic Bengali Sign Language Understanding 

with a New Deep Convolutional Neural Network [2] 

This study provided a dataset containing images of Bengali 

Sign Language, which was used to apply a CNN architecture, 

achieving 99.6% accuracy. However, the study does not 

detail the steps taken to obtain the results or the tools used to 

train the model. 

C. Detection of Turkish Sign Language Using Deep 

Learning and Image Processing [3] 

This study introduces a deep learning model incorporating 

Capsule Networks (CapsNet) and Telnet systems, designed 

for recognizing the Turkish Sign Language alphabet to assist 

individuals with hearing impairments. Only letters belonging 

to TSL were identified; words, numbers, or expressions were 

not discerned. The TSL Net model was found to perform less 

effectively in practical settings. 

D. Automatic Recognition of Arabic Alphabets Sign 

Language using Deep Learning [4] 

This paper analyzes the offline classification and 

recognition performance of three widely used deep learning 

models (AlexNet, VGGNet, and GoogleNet/Inception) for 

the Arabic Sign Language alphabet. The most recent Arabic 

Sign Language dataset (ArSL 2018), consisting of 54,000 

images, was used to train and test the models. 

E. Automatic Translation of American Sign Language 

with Deep Learning Cameras [5] 

This project aims to develop a vision-based application to 

enhance communication between signers and non-signers by 

translating sign language into text. The model extracts spatial 

and temporal features from video sequences, using a CNN 

(Inception) for spatial feature extraction and an RNN for 

temporal dynamics. However, variations in signer facial 

features led to decreased model accuracy when faces were 

included. Consequently, the videos were edited to focus only 

on gestures up to the neck. 

F. Sign-Language Recognition using Modified 

Convolutional Neural Networks [6] 

This work employs the I3D Inception model for Sign 

Language Recognition using a transfer learning approach. 

Testing showed that 10 words and 10 signs were accurately 

signed across 100 classes. However, the model's validation 

accuracy was not very high, and in some cases, it overfitted. 

G. Real-Time Recognition of Indian Sign Language [7] 

Using the FCM Algorithm, the system achieved a gesture 

labeling accuracy of 75% and could recognize 40 ISL words 

in real-time. However, it consumed significant computing 

time and performed poorly with high-dimensional datasets. 

H. Sign Quiz: An ASLR-Based Quiz Training Tool for 

Fingerspelled Signs in Indian Sign Language [8] 

The online tool Sign Quiz, which teaches sign language 

using Deep Neural Networks (DNN), is presented in this 

paper. Its detection accuracy threshold was set at 85%. Some 

handwritten signs were incorrectly interpreted because the 

letters were not sufficiently large to fill the screen. 

I. An Deep Learning-Based Approach for Assisting the 

Hard of Hearing in Emergencies [9] 

This research introduces algorithms for identifying and 

categorizing hand gestures in emergency sign language (ISL) 

video data. The classification model, combining pre-trained 

VGG-16 and LSTM networks, achieved an accuracy of 98%. 

The detection model, utilizing YOLOv5, reached a mean 

average precision (mAP) of 99.6%. Together, these models 

form a system capable of recognizing both static and dynamic 

hand gestures from video frames. Furthermore, dynamic 

gestures were identifiable with a smaller dataset.  

J. Mudra: Indian Sign Language Translator for Banks 

using Convolutional Neural Networks [10] 

This system aims to translate bank-related sign language 

patterns into text, enabling deaf-mute individuals to complete 

banking procedures independently. An accuracy of 81% was 

achieved when testing the entire dataset. However, the 

algorithm occasionally confused similar terms, such as 

"tellers," "working hours," and "balance sheets". 

K. Sign Language Recognition Application Systems for 

Deaf-Mute People: A Review Based on 

Input-Process-Output [11] 

This paper presents a comprehensive review of various sign 

language recognition systems designed for deaf-mute 

individuals, focusing on the input-process-output (IPO) 

model. It categorizes existing technologies based on their 

data acquisition methods, processing techniques, and output 

modalities. The study highlights that while many systems 

show promising results, challenges remain in terms of 

scalability, real-time processing, and accuracy across diverse 

sign languages and user conditions. 

L. Vision-Based Hand Gesture Recognition [12] 

This study explores a vision-based approach to recognizing 

hand gestures using image processing techniques. The 

system primarily focuses on extracting hand features through 

edge detection and contour analysis. Although effective in 

controlled environments, the approach struggles with 

background noise, varying lighting conditions, and 

occlusions, limiting its robustness in real-world applications. 

M. Saliency-Based Alphabet and Numbers of American 

Sign Language Recognition Using Linear Feature 

Extraction [13] 

This work proposes a method for recognizing American 

Sign Language (ASL) alphabets and numbers by using 

saliency-based detection combined with linear feature 

extraction. The approach enhances important visual regions 

before applying classification 

algorithms, leading to 

improved recognition 

accuracy. However, the 

method's effectiveness is 
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limited when dealing with overlapping gestures or 

low-resolution inputs. 

N. Latent Support Vector Machine Modelling for Sign 

Language Recognition with Kinect [14] 

This study presents a sign language recognition system 

using Kinect sensor data and latent support vector machine 

(LSVM) models. By leveraging depth information and 

skeletal tracking, the method achieves improved gesture 

classification. However, system accuracy drops with fast 

hand movements or occlusions. 

O. American Sign Language-Based Finger-Spelling 

Recognition Using K-Nearest Neighbors Classifier [15] 

This paper describes an ASL finger-spelling recognition 

approach using the K-nearest neighbors (KNN) algorithm. 

The system effectively classifies static hand gestures with 

high accuracy on small datasets. Nonetheless, its 

performance declines as the complexity and volume of input 

gestures increase. 

P. Deep Learning in Vision-Based Static Hand Gesture 

Recognition [16] 

This work explores the use of deep learning, particularly 

convolutional neural networks (CNNs), for static hand 

gesture recognition. The proposed method achieves strong 

accuracy under controlled conditions, but its robustness 

decreases in cluttered or dynamic environments. 

Q. Artificial Neural Network-Based Method for Indian 

Sign Language Recognition [17] 

The authors propose an artificial neural network (ANN) 

approach for recognizing Indian Sign Language (ISL) 

gestures. The system demonstrates reasonable recognition 

rates for isolated signs but faces limitations when attempting 

continuous gesture recognition due to contextual variability. 

R. Multimodal Machine Learning for Sign Language 

Prediction [18] 

This recent study introduces a multimodal machine 

learning framework combining visual, motion, and 

contextual inputs to improve sign language prediction. The 

integration of multiple data types enhances recognition 

accuracy, although challenges remain in synchronizing 

heterogeneous input streams. 

S. Real-Time Computer Vision-Based Bengali Sign 

Language Recognition [19] 

This paper presents a real-time system for recognizing 

Bengali Sign Language (BdSL) using computer vision 

techniques. It demonstrates effective recognition for a limited 

vocabulary set but struggles with scalability to larger 

vocabularies and varying signer styles. 

T. ISL-CSLTR: Indian Sign Language Dataset for 

Continuous Sign Language Translation and Recognition 

[20] 

This work introduces the ISL-CSLTR dataset, designed for 

continuous sign language translation and recognition in 

Indian Sign Language [21]. The dataset significantly 

contributes to the research community but presents 

challenges related to signer variability and long continuous 

gesture sequences [22]. 

III. PROPOSED METHODOLOGY 

 

[Fig.1: Block Diagram of Proposed System] 

The proposed system for recognizing and translating Indian 

Sign Language (ISL) [23] involves a comprehensive 

recognition system that processes user input through a camera 

and utilizes multiple steps to produce an output [24]. The 

system follows a structured process [25]: 

▪ User Input: The initial input is provided by the user 

through sign language gestures. 

▪ Camera Capture: A camera captures these gestures 

and converts them into digital frames for processing. 

▪ Recognition System: 

▪ Frame Extraction: Frames are extracted from the 

captured input for further analysis. 

▪ Preprocessing: These frames undergo preprocessing 

to enhance their quality and ensure they are suitable 

for analysis. 

▪ Neural Model: The pre-processed frames are input 

into the neural model, specifically a CNN-LSTM 

model. 

▪ Pattern Matching: The neural model's output is used 

to identify and match patterns corresponding to sign 

language gestures. 

▪ Output Generation: The final recognized output is 

generated and presented. 

A. CNN & LSTM Model 

▪ Fully Convolutional Layers: These layers apply 

convolution operations to the input frames, extracting 

spatial features such as edges and shapes. 

▪ Pooling Layers: These layers reduce the dimensions 

of the feature maps, retaining essential information 

while lowering computational load. 

▪ Activation Layers: Non-linear activation functions 

(e.g., ReLU) are applied to introduce non-linearity into 

the model, enabling it to learn complex patterns. 

▪ Connected Layers: These layers integrate features 

extracted by the convolutional layers, forming a 

high-level representation of the input frames. 

B. Long Short-Term Memory (LSTM) Layers 

▪   LSTM Units: These units process sequential data 

from the CNN layers, 

capturing temporal 

dependencies and 

https://doi.org/10.35940/ijsce.B3668.15020525
https://doi.org/10.35940/ijsce.B3668.15020525
http://www.ijsce.org/


 

Sign Language Detection and Recognition using Image Processing for Improved Communication 

19 

Published By: 

Blue Eyes Intelligence Engineering 
and Sciences Publication (BEIESP) 

© Copyright: All rights reserved. 

Retrieval Number: 100.1/ijsce.B366815020525 
DOI: 10.35940/ijsce.B3668.15020525 
Journal Website: www.ijsce.org 

patterns over time. LSTMs are effective in retaining 

information across long sequences, making them 

suitable for analyzing sequences of frames. 

▪  Output Layer: The final output from the LSTM 

layers is used for pattern matching and recognition. 

By combining the strengths of CNN and LSTM layers, the 

model effectively processes both spatial and temporal 

features, leading to accurate recognition of sign language 

gestures. 

IV. IMPLEMENTATION 

In this setup, the user inputs real-time data through a 

camera, which is then preprocessed using Media Pipe and 

OpenCV. Following preprocessing, key points are extracted. 

These key points and motion patterns are processed by the 

CNN and LSTM models to predict real-time sign language 

gestures. The model architecture includes Conv2D, Max 

Pooling, LSTM, and Dense layers. Various techniques were 

employed to manage the complexity of the model. Each layer 

was configured with 32 neurons, and the image input shape 

was set to 128 × 128 × 3 (height × width × number of 

channels). The model was trained for 15 epochs with a batch 

size of 32. 

 

 

[Fig.2: CNN-LSTM Model] 

A. Training and testing dataset 

The project for the translation and recognition of sign 

language uses a fully labeled, sentence-level Indian Sign 

Language dataset. “With 700 fully annotated films, 18,863 

sentence-level frames, and 1,036 word-level images for 100 

spoken language sentences delivered by seven distinct 

signers, the ISL-Corpus has a sizable vocabulary”. This freely 

available corpus is organized according to signer variants and 

temporal boundaries and comes with comprehensive 

annotations. The dataset will be split into two groups: 80% for 

training and 20% for testing. It consists of both images and 

videos of the sentences. 

 

[Fig.3: Dataset Images After Preprocessing Using Open CV] 

 

[Fig.4: Image of Extract key Points from Frames to 

Preprocess for Recognition Using Media Pipe] 

B. Hardware and software requirements  

The hardware and software utilized in this project are 

outlined in the table below. 

Table-I: Hardware Requirements Used for the Project. 

Properties Requirement 

Processor 2.4 GHz, intel i3 or i5 

RAM 4 GB 

Free Storage 16 GB 

Table-II: Software Requirement for the Project 

Properties Requirement 

Framework Media Pipe, OpenCV 

Operating System Linux, Windows 

Tools Visual Studio 

Language Python 3.8.10 

C. Preprocessing techniques 

Data preprocessing is a crucial initial phase in data mining. 

It involves refining raw data through cleaning and 

transformation to render it suitable for analytical purposes. As 

shown in Fig. 3, this work outlines the steps involved in 

cleaning, transforming, and merging data to prepare it for 

analysis. This process aims to enhance data quality and tailor 

it to specific data mining tasks. The resolution of the images 

present in the dataset is 1920 × 1080 in JPG format, and the 

video dataset is in MP4 format. 

i. Image Resizing 

Before supplying the input 

photos to the CNN-LSTM 

model, they are resized to a 
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standard size. This ensures uniform image dimensions, which 

is crucial for the input layer of the model. 

ii. Frame Selection 

For video sequences, keyframes that best represent the 

pertinent information are selected. This simplifies 

computation and focuses on key moments. 

iii. Frame Difference (For Video Sequence) 

The difference between two consecutive frames is 

determined to obtain motion information, which is essential 

for recognizing sign language. 

iv. Background Subtraction  

Backgrounds are removed to accentuate the hand gestures 

in the foreground. 

v. Frame Normalization 

Pixel values in every frame of a video clip are normalized. 

D. Libraries 

A collection of similar modules is referred to as a Python 

library. It includes code packages that are frequently utilized 

in various applications, simplifying and facilitating Python 

programming for developers. 

i. OpenCV 

OpenCV is an open-source library initially created by Intel 

and now maintained by a global community of developers. In 

this research, OpenCV was utilized for image processing 

tasks. Its versatile libraries enabled efficient preprocessing of 

ISL video frames, including operations such as resizing, 

normalization, and noise reduction. These preprocessing 

steps enhanced the quality of the frames, ensuring that 

subsequent feature extraction and recognition processes were 

more effective and accurate. 

ii. TensorFlow 

TensorFlow is an open-source platform specifically 

designed for building comprehensive artificial intelligence 

applications. As shown in Fig. 4, MediaPipe Holistic was 

utilized to extract features from Indian Sign Language (ISL) 

video sequences. MediaPipe Holistic combines multiple 

models to capture key points from the hands, face, and body, 

providing a comprehensive understanding of gestures. These 

extracted features were fed into the neural network models, 

enhancing the accuracy and robustness of ISL recognition. 

E. Training Process and Optimization Techniques 

To mitigate overfitting and enhance model performance, 

various techniques were employed. As previously mentioned, 

the dataset size was 8 GB, containing numerous complex 

patterns. To boost the model's performance, data 

augmentation strategies were implemented to enable efficient 

training despite limited data availability. 

To address the challenges of overfitting and enhance the 

model’s generalization capabilities, the following 

optimization techniques were employed: 

i. Data Augmentation 

Various data augmentation methods were utilized to 

increase the diversity of the training dataset. 

ii. Adaptive Optimization 

The Adam optimizer was employed with a learning rate 

schedule, starting at 0.001 and decreasing by a factor of 0.95 

after the initial 10 epochs. 

iii. Mixed Precision Training 

To improve computational efficiency and prevent kernel 

crashes, mixed precision training was utilized, leveraging 

both float16 and float32 data types. 

iv. Early Stopping 

An early stopping criterion was applied to monitor the 

validation loss and mitigate overfitting. 

V. ANALYSIS AND RESULT 

To evaluate our proposed system for Indian Sign Language 

(ISL) recognition, we implemented and compared two model 

architectures: CNN-LSTM and SVM-LSTM. Both models 

were trained and tested on the same dataset to ensure a fair 

comparison. 

A. Challenges and Computational Constraints 

The primary limitation was the impact of computational 

constraints on model training and performance. The large size 

and complexity of the ISL-Corpus dataset, combined with the 

high computational demands of the CNN-LSTM architecture, 

led to overfitting and suboptimal model convergence. Despite 

employing optimization techniques, limited resources during 

training compromised the model’s effectiveness. Increasing 

the input size and model complexity resulted in kernel 

crashes, highlighting the need for more powerful 

computational resources. 

B. CNN-LSTM Model 

The CNN-LSTM model combines Convolutional Neural 

Networks (CNNs) for spatial feature extraction with Long 

Short-Term Memory (LSTM) networks for capturing 

temporal patterns. This model achieved a training accuracy of 

84% but faced challenges with overfitting, as evidenced by a 

validation loss of 5.57 and a validation accuracy of 100%. 

The model tended to memorize noise rather than learning 

meaningful patterns due to computational constraints. 

C. SVM-LSTM Model 

The SVM-LSTM model integrates Support Vector 

Machines (SVMs) with LSTM networks. SVMs handle 

feature extraction, while LSTMs capture temporal dynamics. 

This model achieved a lower training accuracy of 66%. The 

SVM-LSTM model’s reduced performance can be attributed 

to its less effective feature extraction capabilities. 

D. Comparison and Results 

The CNN-LSTM model outperformed the SVM-LSTM 

model in ISL recognition, demonstrating its superiority in 

capturing and analyzing both spatial and temporal features. 

The CNN-LSTM model shows significant promise in 

enhancing communication accessibility for the deaf 

community through the precise, real-time recognition and 

translation of Indian Sign Language. 
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[Fig.5: CNN-LSTM Model’s Confusion Matrix] 

 

[Fig.6: Graph of Training and Validation Loss] 

 

[Fig.7: Accuracy Obtained after Training the Model] 

 

[Fig.8: Image of Real-Time Working of the CNN-LSTM 

Model on Video Input] 

VI. FUTURE WORK 

Looking ahead, the focus is on overcoming computational 

barriers by exploring more efficient model architectures and 

utilizing advanced hardware such as high-performance GPUs. 

We also plan to enhance the system's ability to manage 

linguistic variations, regional dialects, and a broader range of 

sign language expressions, making it more accessible and 

inclusive for the deaf-mute community. Future plans include 

incorporating additional languages and integrating 

text-to-speech and sign-to-text functionalities. We aim to 

create a precise and comprehensive dataset for Indian Sign 

Language, which remains under-researched. As technology 

advances and more languages are included, the system’s 

capacity to assist the deaf and mute community is expected to 

grow. 

VII. CONCLUSION 

This research introduces an innovative CNN-LSTM 

framework for the real-time detection and translation of 

Indian Sign Language. By leveraging the advantages of 

convolutional neural networks and recurrent neural networks, 

the proposed system can accurately capture the spatial and 

temporal characteristics of sign language gestures. 

Despite the challenges faced during the training process, 

the model demonstrated promising results on the ISL-Corpus 

dataset, achieving an accuracy of 84%. The extensive 

analysis and discussion of the model's performance, 

limitations, and future research directions provide valuable 

insights for advancing sign language recognition technology. 

This model aims to enhance communication accessibility 

for individuals with hearing or speech impairments and those 

not proficient in sign language. To achieve this, the dataset 

includes a variety of commonly used daily sentences along 

with a separate folder containing essential symbols. 
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