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Abstract: The use of machine learning models to forecast health 

insurance costs based on personal characteristics is examined in 

this study. Age, sex, BMI, number of children, smoking status, and 

region were among the demographic variables included in the 

dataset. It was investigated how well several machine learning 

methods, such as Random Forest, Gradient Boosting, and Linear 

Regression, estimated insurance costs. After preprocessing the 

dataset by scaling numerical features and encoding categorical 

variables, k-fold cross-validation was employed to train and 

evaluate the regression models. The coefficient of determination 

(R2), mean absolute error (MAE), and root mean squared error 

(RMSE) were used to evaluate performance. According to 

experimental results, Gradient Boosting performed better than 

Random Forest and Linear Regression.  

Keywords: Gradient Boosting. Linear Regression, Mean 

Squared Error, Random Forest, Root Mean Squared Error. 

Abbreviations:  

RMSE: Root Mean Squared Error 

MAE: Mean Absolute Error  

GBMs: Gradient Boosting Machines  

CNNs: Convolutional Neural Networks 

RL: Reinforcement Learning  

NLP: Natural Language Processing  

EHRs: Electronic Health Records 

ML: Machine Learning  

I. INTRODUCTION

The ability to estimate and analyse medical expenditures

has become increasingly critical in the modern healthcare 

industry due to the need for effective risk management and 

efficient resource allocation.  
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By utilising patient data, including demographics, medical 

history, and prescribed medications, machine learning models 

have become practical tools for predicting medical costs. 

These models provide precise projections of future healthcare 

costs by utilising sophisticated algorithms, including Linear 

Regression, Random Forest, and Gradient Boosting. These 

predictive skills offer valuable insights, enabling insurance 

companies, governments, and healthcare providers to make 

informed decisions. 

These models enable more efficient resource allocation and 

the creation of personalised insurance plans by identifying 

high-cost patients and facilitating targeted interventions. 

Through improved cost control and budget planning, they 

also significantly contribute to the overall efficiency of 

healthcare systems. Beyond the monetary consequences, 

applying machine learning to medical cost prediction 

enhances patient care by providing data-driven insights that 

facilitate individualised treatment plans. This study examines 

the approaches, uses, and effects of machine learning in 

medical cost forecasting, emphasising its potential to 

revolutionise the healthcare industry. 

In this work a medical cost prediction model has been 

proposed applying different machine learning methods and 

their performances have been analyzed in details.  The 

primary objective of this research is to develop a reliable 

medical cost prediction model by employing a range of 

machine learning approaches, with a focus on evaluating the 

effectiveness and performance of each strategy. The project 

aims to support stakeholders, including governments, 

healthcare providers, and insurance companies, by accurately 

predicting healthcare expenses using patient data, such as 

demographics, medical history, and specific medications. 

Using K-fold cross-validation, it also aims to examine and 

compare the effectiveness of Random Forest and Gradient 

Boosting regression models, while providing practical 

guidance for risk management, resource allocation, and the 

development of personalised insurance plans. 

Random Forest Regressor and Gradient Boosting Regressor 

have been used with the K-Fold cross-validation technique. 

The dataset used in the model was collected from Kaggle. 

Label encoding has been applied to the dataset to convert 

numerical data into categorical data. 

This study makes significant contributions in several ways. 

By comparing machine learning approaches, it first creates 

and evaluates a model for predicting medical costs, focusing 

on the advantages and disadvantages of Random Forest and 

Gradient Boosting regressors. To improve interoperability 

with the models, it also incorporates data pretreatment 

methods like label encoding to  

convert categorical data into 

numerical representations. 

Third, it reduces overfitting 
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and enhances generalisation by using K-fold cross-validation 

to provide a reliable evaluation of model performance. 

Ultimately, it offers valuable insights that healthcare 

institutions can utilise to more effectively allocate resources, 

identify high-cost patients, and streamline budget planning. 

The study utilises a real-world dataset obtained from 

Kaggle, which includes a diverse range of patient profiles and 

medical histories, ensuring a comprehensive evaluation of 

cost prediction techniques. The comparative study of several 

machine learning techniques, such as Random Forest and 

Gradient Boosting regressors, for predicting medical costs 

also distinguishes it. The results are more stable and reliable 

thanks to the use of K-Fold cross-validation, which 

distinguishes this study from others. Additionally, by 

emphasising both technical performance and practical 

implications, the study bridges the gap between theoretical 

research and actual implementations, thereby enhancing 

patient care and reducing costs. 

II. LITERATURE REVIEW 

Interest in and research on creating precise models for 

predicting medical expenses has increased recently at the 

intersection of machine learning (ML) and healthcare 

analytics. The capacity to predict healthcare. Optimizing 

resource allocation, budget planning, and healthcare 

administration all depend on charging according to patient 

characteristics and treatment qualities [1]. To estimate 

healthcare expenditures, traditional regression-based 

methods have long been used. These methods look at the 

correlations between predictors including age, gender, BMI, 

and smoking status [2]. However, researchers are now 

investigating more advanced machine learning techniques 

due to the limits of linear models in capturing complex 

patterns and non-linear interactions in medical data [3]. 

Because of their capacity to manage high-dimensional data 

and the non-linear correlations present in healthcare datasets, 

ensemble learning techniques like random forests and 

gradient boosting machines (GBMs) have become more well-

known [4]. When it comes to healthcare cost estimate 

challenges, these ensemble methods outperform single-model 

approaches by utilizing several weak learners to produce 

solid predictions [5]. Furthermore, the development of deep 

learning has transformed healthcare prediction analytics. 

Deep neural networks have demonstrated potential in 

identifying latent features and temporal relationships for 

medical cost prediction because of their hierarchical 

architecture and capacity to extract complex patterns from 

unprocessed data [6]. New approaches to individualized 

healthcare cost modeling have been made possible by the 

adaptation of convolutional neural networks (CNNs) and 

recurrent neural networks (RNNs) to analyze time-series data 

and medical pictures, respectively [7]. The ethical and legal 

issues about data privacy, equity, and openness are crucial 

when using machine learning to forecast healthcare costs [8]. 

Yabin Paul Thomas et al. represented a work on data mining 

approaches in healthcare. WEKA, ODND, NCC2, RST, 

ANN, SPSSModeler, and SNP are the different data mining 

tools analyzed by the authors [9]. Methods like feature 

selection, dimensionality reduction, and outlier detection are 

essential for enhancing prediction performance and enabling 

domain-specific insights [10]. In the future, combining 

cutting-edge machine learning techniques with domain 

knowledge and actual medical data has enormous potential to 

revolutionise healthcare delivery and reduce costs. 

Researchers and practitioners seek to improve patient 

outcomes, maximize resource allocation, and reduce the 

financial risks related to medical treatments by utilizing data-

driven methodologies [11]. Furthermore, utilising natural 

language processing (NLP) in healthcare cost prediction 

models can yield valuable insights from electronic health 

records (EHRs) and unstructured clinical notes. By capturing 

subtle patient information that standard structured data could 

miss, natural language processing (NLP) approaches allow 

the extraction of relevant features from textual data, 

improving the prediction potential of machine learning (ML) 

models [12]. Furthermore, transfer learning has demonstrated 

potential in healthcare analytics by enhancing model 

performance and lowering the requirement for sizable 

labelled datasets. By utilizing existing knowledge, transfer 

learning enables models developed on massive, generic 

datasets to be optimized for healthcare applications, speeding 

up the creation of precise predictive models for healthcare 

costs [13]. Another frontier in predicting healthcare costs is 

the integration of genetic data with conventional clinical and 

demographic data. ML models can produce more accurate 

risk categorization and customized cost projections by 

integrating genetic data, allowing for more individualized 

treatment regimens and more efficient use of resources [14]. 

The creation of hybrid models, which blend machine learning 

approaches with conventional statistical methods, is another 

crucial area of research. By combining the best features of 

both approaches, these hybrid systems seek to increase the 

robustness and interpretability of healthcare cost prediction 

[15]. Furthermore, a promising field is the use of 

reinforcement learning (RL) in healthcare cost prediction. 

Cost prediction models that adapt to shifting patient situations 

and healthcare scenarios can be created using RL algorithms, 

which learn optimal policies through interactions with the 

environment [16].  

III. PROPOSED MODEL 

In this work, a machine learning-based model has been 

proposed for predicting medical costs using a Random Forest 

regressor. The block diagram of the proposed model is shown 

in Figure 1 below. 

 

 
[Fig.1: Proposed Model for Medical Cost Prediction] 

The proposed algorithm has  

been shown in table 1 below: 
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Table I: Proposed Algorithm of Medical Cost Prediction Applying Different Machine Learning Approaches 

Step 1: 
Date set collection: 

𝐷𝑚𝑒𝑑𝑖𝑐𝑎𝑙𝑐𝑜𝑠𝑡 = 𝐷𝑎𝑡𝑎(𝑋: 𝑌) 

Step 2: 

Applying Line Encoding for converting text data to numeric 

𝐹𝑜𝑟 𝐴𝑙𝑙 (𝑋 = 𝑡𝑒𝑥𝑡 𝑣𝑎𝑙𝑢𝑒)   𝑎𝑝𝑝𝑙𝑦𝑖𝑛𝑔 𝐿𝑎𝑏𝑒𝑙 𝐸𝑛𝑐𝑜𝑑𝑖𝑛𝑔 

𝐷𝑚𝑒𝑑𝑖𝑐𝑎𝑙𝑐𝑜𝑠𝑡𝑛𝑒𝑤
(𝑋𝑛𝑢𝑚𝑒𝑟𝑖𝑐): 𝑓𝑙𝑎𝑏𝑒𝑙𝑒𝑛𝑐𝑜𝑑𝑖𝑛𝑔(𝐷𝑚𝑒𝑑𝑖𝑐𝑎𝑙𝑐𝑜𝑠𝑡(𝑋𝑡𝑒𝑥𝑡)) 

 

Step 3: 

Applying Machine learning models: 

Applying Random Forest Regressor with K-Fold: 

𝑅𝐹 = 𝑓𝑟𝑎𝑛𝑑𝑜𝑚𝑓𝑜𝑟𝑒𝑠𝑡(𝐷𝑚𝑒𝑑𝑖𝑐𝑎𝑙𝑐𝑜𝑠𝑡𝑛𝑒𝑤
) 

𝐾𝑟𝑎𝑛𝑑𝑜𝑚𝑓𝑜𝑟𝑒𝑠𝑡 = 𝑓𝐾𝐹𝑜𝑙𝑑(𝑛𝑠𝑝𝑙𝑖𝑡, 𝑠𝑢𝑓𝑓𝑙𝑒, 𝑅𝑎𝑚𝑑𝑜𝑚𝑠𝑡𝑎𝑡𝑒) 

𝐶𝑅𝐹 = 𝑓𝑐𝑟𝑜𝑠𝑠𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛(𝑅𝐹, 𝐷𝑚𝑒𝑑𝑖𝑐𝑎𝑙𝑐𝑜𝑠𝑡𝑛𝑒𝑤
(𝑋𝑛𝑢𝑚𝑒𝑟𝑖𝑐), 𝑦, 𝐾𝑟𝑎𝑛𝑑𝑜𝑚𝑓𝑜𝑟𝑒𝑠𝑡) 

Applying Linear Regression: 

𝐿𝑅 = 𝑓𝑙𝑖𝑛𝑒𝑎𝑟𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛(𝐷𝑚𝑒𝑑𝑖𝑐𝑎𝑙𝑐𝑜𝑠𝑡𝑛𝑒𝑤
) 

𝐾𝑙𝑖𝑛𝑒𝑎𝑟𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 = 𝑓𝐾𝐹𝑜𝑙𝑑(𝑛𝑠𝑝𝑙𝑖𝑡, 𝑠𝑢𝑓𝑓𝑙𝑒, 𝑅𝑎𝑚𝑑𝑜𝑚𝑠𝑡𝑎𝑡𝑒) 

𝐶𝐿𝑅 = 𝑓𝑐𝑟𝑜𝑠𝑠𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛(𝐿𝑅, 𝐷𝑚𝑒𝑑𝑖𝑐𝑎𝑙𝑐𝑜𝑠𝑡𝑛𝑒𝑤
(𝑋𝑛𝑢𝑚𝑒𝑟𝑖𝑐), 𝑦, 𝐾𝑙𝑖𝑛𝑒𝑎𝑟𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛) 

) 

 

Applying Random Gradient Boosting Regressor: 

𝐺𝐵 = 𝑓𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡𝑏𝑜𝑜𝑠𝑡𝑖𝑛𝑔(𝐷𝑚𝑒𝑑𝑖𝑐𝑎𝑙𝑐𝑜𝑠𝑡𝑛𝑒𝑤
) 

𝐾𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡𝑏𝑜𝑜𝑠𝑡𝑖𝑛𝑔 = 𝑓𝐾𝐹𝑜𝑙𝑑(𝑛𝑠𝑝𝑙𝑖𝑡, 𝑠𝑢𝑓𝑓𝑙𝑒, 𝑅𝑎𝑚𝑑𝑜𝑚𝑠𝑡𝑎𝑡𝑒) 

𝐶𝐺𝐵 = 𝑓𝑐𝑟𝑜𝑠𝑠𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛(𝑅𝐹, 𝐷𝑚𝑒𝑑𝑖𝑐𝑎𝑙𝑐𝑜𝑠𝑡𝑛𝑒𝑤
(𝑋𝑛𝑢𝑚𝑒𝑟𝑖𝑐), 𝑦, 𝐾𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡𝑏𝑜𝑜𝑠𝑡𝑖𝑛𝑔) 

 

Step 4: 

Model Validation: Calculating Root Mean Square Error of each model 

𝑅𝑀𝑆𝐸𝑅𝐹 = 𝑓𝑟𝑚𝑠𝑒(𝐶𝑅𝐹) 

𝑅𝑀𝑆𝐿𝑅 = 𝑓𝑟𝑚𝑠𝑒(𝐶𝐿𝑅) 

𝑅𝑀𝑆𝐸𝐺𝐵 = 𝑓𝑟𝑚𝑠𝑒(𝐶𝐺𝐵) 

IV. DATASET DESCRIPTION 

The dataset used for the experiments was collected from 

Kaggle, consisting of 1,338 patient records. The dataset 

comprises the following features. 

- Age: Age of the person. 

- Sex: Gender of the person (Male or Female). 

- BMI: Body Mass Index, a measure of body fat based on 

height and weight. 

- Children: Total number of children the person has. 

- Smoker: Indicates whether the person is a smoker (Yes or 

No). 

- Region: Geographic region where the person resides 

(Southwest, Southeast, Northeast, 

Northwest). 

The dataset comprises 1,338 records (rows) and seven 

attributes (columns). The target variable for this analysis is 

"charges," which represents the medical insurance cost for 

each individual. 

A snapshot of the dataset description is shown in Figure 2 

below. 

 
[Fig.2: Dataset Description] 

The distribution of age, BMI, children, and charges is 

shown in Figures 3, 4, and 5 below. 

 
[Fig.3: Age, BMI, Children and Charges Distribution 

Over the Dataset 

A. Applying Label Encoding 

In the above-described dataset, the fields 'sex', 'smoker', and 

'region' are text fields. Label Encoding has been applied to 

these fields to convert them into numeric categories. The 

updated field values are shown in Figure 3 below. 

 

 
[Fig.4: Dataset After Applying Label Encoding] 

B. Applying Classifier 

This study aims to forecast 

insurance prices based on 
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several variables, including age, sex, number of children, 

region, BMI, and smoking status. For predicting medical 

insurance costs, Random Forest Regressor and Linear 

Regressor models have been applied. 

For predicting numerical values, Random Forest 

Regression is a flexible machine-learning method. It 

improves accuracy and lessens overfitting by combining the 

predictions of several decision trees.  

By utilizing a related and known data value, the data 

analysis method known as linear regression can be used to 

forecast the value of unknown data. It utilizes a linear 

equation to quantitatively represent the relationship between 

the known or independent variable and the unknown or 

dependent variable. 

C. Applying Cross-Validation Technique 

Grid Search Cross-Validation involves selecting the best 

parameters for a model by evaluating different combinations 

using cross-validation. With K-Fold Cross-Validation, the 

dataset is divided into 'k' consecutive folds. The model is 

repeatedly trained on 'k-1' folds, and the remaining fold is 

used for validation. This method reduces overfitting and 

enhances reliability. 

 

 
[Fig.5: Snapshot of Proposed Random Forest Regressor 

with Cross Validation Model] 

 
[Fig.6: Snapshot of Proposed Linear Regression with 

Cross Validation Model] 

 
[Fig.7: Snapshot of Proposed Gradient Boosting 

Regressor with Cross Validation Model] 

V. RESULT ANALYSIS AND DISCUSSION 

Three key metrics are used to evaluate the accuracy of 

prediction models: Mean Absolute Error (MAE), R-squared 

score, and Root Mean Squared Error (RMSE). By taking the 

square root of the average squared deviations between the 

actual and projected values, or RMSE, one can determine 

how well the model predicts by assigning more weight to 

higher errors. A value closer to 1 implies a better fit. The R² 

score, also known as the coefficient of determination, 

indicates the percentage of variance in the dependent variable 

that the independent variables can explain. Without 

considering the direction of the errors, MAE computes the 

average of the absolute disparities between actual and 

anticipated values to provide a clear indicator of the average 

error in the model's predictions. When combined, these 

measures provide a thorough understanding. 

The Mean Absolute Error, R-squared score, and Root Mean 

Squared Error score achieved by applying Linear Regression 

are 4,154.1223, 0.7855, and 6,171.7245, respectively. The 

performance of the linear regression model is shown in Figure 

8 below, which displays the actual cost versus the predicted 

cost graph. 

 

 
[Fig.8: Predicted Cost Applying Linear Regression] 

Mean Absolute Error, R2 Score, and Root Mean Squared 

Error scores achieved applying Random Forest Regressor are 

2832.2254, 0.8445, 4871.6588. The performance of the 

Random Forest Regressor model is shown in Figure 9 below, 

which displays the actual cost versus the predicted cost graph. 

 

[Fig.9: Predicted Cost Applying Random Forest 

Regressor] 

The Mean Absolute Error, R-squared score, and Root Mean 

Squared Error score achieved by applying the Gradient 

Boosting Regressor are 2943.6785, 0.8567, and 4473.5491, 

respectively. The performance of the Gradient Boosting 

Regressor model is illustrated in Figure 10 below, which 

compares the actual cost with the 

predicted cost graph. 
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[Fig.10: Predicted Cost Applying Gradient Regressor] 

A summary of the proposed work's performance is shown 

in Figures 11 and 12 below. 

 

 
[Fig.11: Performance Analysis of the Proposed Work 

Representing Mean Absolute Error and Root Mean 

Squared Error] 

 
[Fig.12: Performance Analysis of the Proposed Work 

Representing R2 Score] 

The performance metrics of three regression models—

Linear Regression, Random Forest Regressor, and Gradient 

Boosting Regressor—are compared to shed light on how well 

each model predicts medical costs. The results show that the 

Gradient Boosting Regressor performs the best, obtaining the 

most outstanding R² score (0.8567), which indicates that it 

can account for the majority of the variance in the data. In 

comparison to the other models, it also has the lowest Root 

Mean Squared Error (RMSE) (4473.5491), indicating more 

accurate predictions. In terms of dependability in predicting 

medical costs, Random Forest Regressor comes in close 

second with a high R² score (0.8445) and lower RMSE 

(4871.6588) and Mean Absolute Error (MAE) (2832.2254). 

Linear regression, on the other hand, has a respectable R2 

(0.7855) but is the least effective of the three models due to 

its larger RMSE (6171.7245) and MAE (4154.1223), which 

indicate that it is less accurate. Our findings suggest that more 

complicated models, such as Random Forest and Gradient 

Boosting, can more accurately and consistently predict 

medical costs by better capturing their complexity.  

Comparative analysis of this work with a few existing 

works in this domain has been presented in Table 1 below. 

 
Proposed 

Work 
Observations 

[2] 

Applied Random Forest for cost prediction. It has been 

demonstrated that the causal forest method achieved 

better outcomes than classical methods. 

[3] 

By using expenses as a stand-in for health, a healthcare 
algorithm exhibits racial bias, resulting in fewer Black 

patients obtaining necessary care even when they are 

sicker. More Black patients could receive the assistance 

they require if this bias were changed. 

[6] 
Applied a Deep learning approach for health care data 

storage. Average AUCROC score achieved: 0.93–0.94 

[7] 

The paper highlights issues, including interpretability 
and the need for improved techniques, while examining 

the potential of deep learning in healthcare to analyse 

complex data. 

[8] 

Applied locally supervised metric learning, based on a 

dataset of 15,000 patients, shows that personalised 

logistic regression models outperform global models in 
risk prediction using electronic health information. 

[10] 
Applied a regression-based Gaussian model to 

multivariate longitudinal clinical data. 

[15] 

Explores the possibilities and constraints of machine 
learning in the medical field, emphasizing the necessity 

of precise forecasts and the value of fusing AI with 

human knowledge to enhance patient care. 

Our 
proposed 

model 

Linear Regression, Random Forest, and Gradient 

Boosting have been applied to predict medical costs. 

Best performance achieved through Gradient Boosting. 
R² score (0.8567) (RMSE) (4473.5491) 

VI. CONCLUSION 

This research illustrated the efficacy of machine learning 

methodologies in predicting health insurance expenses based 

on individual demographic and lifestyle attributes. We made 

sure that the comparison of algorithms was fair and strong by 

using preprocessing steps like feature scaling and categorical 

encoding and checking models with k-fold cross-validation. 

When we tested Linear Regression, Random Forest, and 

Gradient Boosting, Gradient Boosting consistently 

outperformed the others in terms of R², MAE, and RMSE. 

This means that Gradient Boosting is particularly effective at 

identifying the complex, non-linear relationships between 

personal traits and insurance costs. These results show that 

advanced regression models could improve cost prediction in 

healthcare insurance analytics, which would lead to better 

pricing strategies and more personalised risk assessment. 

This study demonstrates that machine learning models, 

particularly Gradient Boosting, can be effective in predicting 

health insurance costs; however, certain limitations exist. The 

dataset utilised comprised only a restricted array of 

demographic characteristics,   

omitting essential elements such   

as medical history, income, and 

lifestyle habits, which could 
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influence prediction accuracy. The model's generalisability is 

also limited by the fact that the data is static and the 

population may not be very diverse. Advanced models are 

also hard to understand and complex, which makes them hard 

to use in sensitive areas like healthcare. For future work, 

incorporating more comprehensive and long-term datasets, 

exploring deep learning methods, and utilising explainable AI 

methods can enhance both accuracy and transparency. 

Furthermore, validating models across varied populations, 

creating real-time predictive tools, and tackling ethical 

concerns will be essential for enhancing the practical 

utilisation of these models in health insurance analytics. 
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