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Abstract- In this paper, robust features for text-independent 

speaker recognition has been explored. Through different 

experimental studies, it is demonstrated that the speaker related 

information can be effectively captured using Gaussian mixture 

Models (GMMs). The study on the effect of feature vector size for 

good speaker recognition demonstrates that,  feature vector size in 

the range of 20-24 can capture speaker discrimination 

information effectively for a speech signal sampled at 16 kHz,  it is 

established that the proposed speaker recognition system requires 

significantly less amount of data during both during training as 

well as in testing. The speaker recognition study using robust 

features for different mixtures components, training and test 

duration has been exploited. We demonstrate the speaker 

recognition studies on TIMIT database.  

Index Terms—Gaussian Mixture Model ( GMM), MFCC, 

Robust Features, Speaker.  

I. INTRODUCTION 

Speaker recognition refers to recognizing persons from 

their voice.  No two individuals sound identical because their 

vocal tract shapes, larynx sizes, and other parts of their voice 

production organs are different.  In addition to these physical 

differences, each speaker has his or her characteristic manner 

of speaking, including the use of a particular accent, rhythm, 

intonation style, pronunciation pattern, choice of vocabulary 

and so on.  State-of-the-art speaker recognition systems uses 

number of these features in parallel, attempting to cover these 

different aspects and employing them in a complementary 

way to achieve more accurate recognition. 

 An important application of speaker recognition 

technology is forensics.  Much of information is exchanged 

between two parties in telephone conversations, including 

between criminals, and in recent years there has been 

increasing interest to integrate automatic speaker recognition 

to supplement auditory and semi-automatic analysis methods. 

Automatic speaker recognition is an application of pattern 

recognition. Speaker recognition system, like any other 

pattern recognition system, can be represented as shown in 

Fig. 1. This task involves three phases, feature extraction 

phase, training phase and testing phase [1].  Training is the 

process of familiarizing the system with the voice 
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characteristics of a speaker, whereas testing is the actual 

recognition task.   

 

 

 

Fig. 1: A typical Block diagram representation of a 

speaker recognition task. 

II. FEATURE EXTRACTION 

For any pattern recognition task like Automatic Speaker 

Recognition (ASR), the relevant information has to be 

captured in terms of suitable feature vectors.  In speaker 

recognition, the feature vectors are extracted from frames of 

the speech signal.  Most of the present day ASR systems are 

developed using parameters that are derived based on spectral 

analysis, and the speaker variability is captured in terms of the 

distribution of these feature vectors.  But, it is a fact that the 

spectrum of a signal is prone to channel characteristics and 

noise. Channel characteristics and noise play a prominent role 

in the performance of spectral feature-based systems [2]. 

Another drawback with the existing techniques is the way in 

which speaker-discrimination information is being captured. 

Mostly, they are statistical techniques, capturing the 

variability in terms of distribution of the feature vectors and 

hence large amount of data is required for a better estimate. 

Since all the real world services have to deal with speech 

coming over telephone channel, the ASR systems have to be 

robust to environmental variations. Also, the requirement of 

large amount of data has to overcome, as in the real world 

applications we may not have large amount of data to 

recognize a person.  Hence, in order to make the ASR work in 

noisy conditions, and with less amount of data, features other 

than those derived based on spectral analysis also need to be 

explored. 

A. Selection of Features 

Speech signal includes many features of which not all are 

important for speaker discrimination.  An ideal feature would: 
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 have large between-speaker variability and small 

within-speaker variability 

 be robust against noise and distortion 

 occur frequently and naturally in speech 

 be easy to measure from speech signal 

 be difficult to impersonate/mimic 

 not be affected by speaker‟s health or long-term 

variations in voice. 

B. Motivation to use Mel frequency cepstral 

coefficients (MFCC) 

  Since our interest is in capturing global features which 

corresponds the low frequency or pitch components are to 

be emphasized. To fulfill this requirement it is felt that 

MFCC are most suitable as they emphasize low frequency 

and de-emphasize high frequencies 

C.  Mel frequency cepstral coefficients (MFCC) 

    In this phase the digital speech signal is partitioning into 

segments (frames) with fixed length 10-30 ms from which the 

features are extracted due to their spectral qualities. Spectrum 

is achieved with fast Fourier transformation [3]. Then an 

arrangement of frequency range to mel scale follows 

according to relation  
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By logarithm of amplitude of mel spectrum and applying 

reverse Fourier transformation we achieve frame cepstrum: 
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The FFT-base cepstral coefficients are computed by taking 

IFFT of the log magnitude spectrum of the Speech signal. The 

mel-warped cepstrum is obtained by inserting a intermediate 

step of transforming the frequency scale to place less 

emphasis on higher frequencies before taking  the IFFT 

[4][5][6]. 

D. High-Level Features 

Speakers differ not only in their voice timbre and 

accent/pronunciation, but also in their lexicon-the kind of 

words the speakers tend to use in their conversations.  The 

work on such “high-level” conversational features was 

initiated in [7] where a speaker‟s characteristic vocabulary, 

the so-called idiolect, was used to characterize speakers.  The 

idea in “high-level” modeling is to convert each utterance into 

a sequence of tokens where the co-occurrence patterns of 

tokens characterize speaker differences.  The information 

being modeled is hence in categorical (discrete) rather than in 

numeric (continuous) form. 

The tokens considered have included words [7], phones [8, 

9], prosodic gestures (rising/failing pitch/energy) [10,11, 12], 

and even articulatory tokens (manner and place of 

articulation) [13]. The top-1 scoring Gaussian mixture 

component indices have also been used as tokens [14, 15, 16]. 

Sometimes several parallel tokenizers are utilized [9, 17, 

14].  This is partly motivated by the success of parallel phone 

recognizers in state-of-the-art spoken language recognition 

[18, 19].  This direction is driven by the hope that different 

tokenizers (e.g. phone recognizers trained on different 

languages or with different phone models) would capture 

complementary aspects of the utterance.  As an example, in 

[14] a set of parallel GMM tokenizers [15, 16] were used.  

Each tokenizer was trained from a different group of speakers 

obtained by clustering. 

One of the issues in speaker recognition is how to represent 

utterances that, in general, have a varying number of feature 

vectors. In early studies [20] speaker models were generated 

by time-averaging features so that each utterance could be 

represented as a single vector.  The average vectors would 

then be compared using a distance measure [21], which is 

computationally very efficient but gives poor recognition 

accuracy.  Since the 1980‟s, the predominant trend has been 

creating a model of the training utterances followed by 

“data-to-model” type of matching at run-time (e.g. likelihood 

of an utterance with respect to a GMM).  This is 

computationally more demanding but gives good recognition 

accuracy. 

 Interestingly, the speaker recognition community has 

recently re-discovered a robust way to present utterances 

using a single vector, a so-called super vector [22] 

E. Exploring Robust Features for Speaker Recognition 

For the ASR task, the basic requirement is to obtain the 

feature vectors form the speech signal. Recently, few attempts 

are made to explore the alternative representation of feature 

vectors based on GMM feature extraction.  

For Speaker Recognition task, robust features are derived 

from the speech signal based on estimating a Gaussian 

mixture model. The underlying speaker discrimination 

information is represented by Gaussians. The estimated 

GMM parameters means, co-variance and component weight 

can be related to the formant locations, bandwidths and 

magnitudes of the speech signal. 

For the proposed new feature vectors, from the speech 

signal of a speaker iS ,  a 12 dimensional MFCC feature 

vectors are obtained with a window size of 20ms and window 

shift of 5 ms. These MFCC feature vectors are distributed into 

„R‟ Gaussians mixtures as shown in Fig. 2.  

 

 

Fig. 2: R Gaussians for Speaker iS
.  

 
     The feature vector X=(X1, X2,……, X12) is passed through 

a Gaussian G1 by calculating a Gaussian probability P1 using 

Gaussian probability density  function. This P1 is first 

coefficient in the new feature vector. In the same way feature 

vector X is passed through R Gaussians by creating R feature 

vector coefficients namely P1,P2,….,PR, as shown in Fig. 3.  
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These R coefficients create a new R dimensional feature 

vector. The newly created   R dimensional feature vector is 

shown in the Fig. 4.  

Experiments are carried to find the dimension new feature 

vector for good speaker recognition performance. This is 

done by varying the number of Gaussians from 12 to 30, i.e 

number of coefficients in the new feature vectors. When the 

numbers of coefficients are 22, the good identification 

performance is achieved. 

 

Fig. 3: Parameter estimation for new vector P. When 

R=22, the optimal recognition performance has been 

achieved. 

 

Fig. 4: Transforming from 12 dimensional MFCC 

feature vector to R dimensional feature vector. 

III. GAUSSIAN MIXTURE MODEL FOR SPEAKER 

RECOGNITION 

GMM is a classic parametric method best used to model 

speaker identities due to the fact that Gaussian components 

have the capability of representing speaker discrimination 

information effectively. Gaussian classifier has been 

successfully employed in several text-independent speaker 

recognition applications. As shown in Fig. 5 in a GMM 

model, the probability distribution of the observed data takes 

the form given by the following equation [23][24]. 

 

Fig. 5: Gaussian Mixture Model 
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Where M is the number of component densities, x is a D 

dimensional observed data (random vector), )(xbi  are the 

component densities and ip  are the mixture weights for i = 1, 

.., M. 
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Each component density )(xbi  denotes a D-dimensional 

normal distribution with mean vector i  and covariance 

matrix i . The mixture weights satisfy the condition  

1
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M

i

ip  and therefore represent positive scalar values.  These 

parameters can be collectively represented as  
iiip ,,   

for i = 1 … M. Each speaker in a language system can be 

represented by a GMM and is referred by the language 

respective model  . 

The parameters of a GMM model can be estimated using 

maximum likelihood (ML) [25] estimation. The main 

objective of the ML estimation is to derive the optimum 

model Parameters that can maximize the likelihood of GMM. 

Unfortunately direct maximization using ML estimation is not 

possible and therefore a special case of ML estimation known 

as Expectation-Maximization (EM) [25] algorithm is used to 

extract the model parameters. 

The GMM likelihood of a sequence of T training vectors  

 TxxX ,...1  can be given as [25] 

)|x(p)|X(p t

T

1t

 



                                 

The EM algorithm begins with an initial model   and tends 

to estimate a new model   such that 

)|()|(  XpXp   [19]. This is an iterative process 

where the new model is considered to be an initial model in 

the next iteration and the entire process is repeated until a 

certain convergence threshold is obtained 

 

Fig. 6: Training GMM for Speaker Recognition   

Task 
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IV. EXPERIMENTAL EVALUATION 

A. Database used for the study 

Speaker Recognition is the task of identifying the speaker 

from the registered set of speakers. In this paper we consider 

identification task for TIMIT Speaker database [26].  

The TIMIT corpus of read speech has been designed to 

provide speaker data for the acquisition of acoustic-phonetic 

knowledge and for the development and evaluation of 

automatic speaker recognition systems. TIMIT contains a 

total of 6300 sentences, 10 sentences spoken by each of 630 

speakers from 8 major dialect regions of the United States.    

We consider 100 male speakers and 100 female out of 630 

speakers for speaker recognition. Maximum of 30 sec. of 

speech data is used for training and minimum of 1 sec. of data 

for testing. In all the cases the speech signal was sampled at 16 

kHz sampling frequency. Through out this study, closed set 

identification experiments are done to demonstrate the 

feasibility of capturing the speaker-discrimination 

information from the speech signal. Requirement of 

significantly less amount data for speaker-discrimination 

information and Gaussian mixture models is also 

demonstrated. 

B. Experimental setup 

   The system has been implemented in Matlab 7 on Windows 

XP platform. We have trained the GMM model using 

Gaussian Components as  4, 8, 16, 32 and 64 for training 

speech duration of 10, 20 and 30 sec. Testing is performed 

using different test speech durations such as 1 sec., 3 sec., and 

5  sec..  

V. EFFECT OF PARAMETER ORDER ON SPEAKER 

RECOGNITION 

 The extent of speaker-discrimination information in the 

feature vector is analyzed. Speaker recognition studies are 

conducted for different parameter order ranging from 13 to 

50. A study was conducted to understand the presence of 

speaker-discrimination information in the feature vector size 

and the results are tabulated in Table 1. Interestingly for 

feature vector size in the range of 20-24 was found to be 

optimal. For feature vector size 22 the Recognition 

performance is 100 %.  

 

 

  Fig. 7: Effect of Coefficient Order on Speaker    

Recognition 

VI. PERFORMANCE EVALUATION 

The system has been implemented in Matlab7 on windows XP 

platform. The result of the study has been presented in Table 

2. We have used coefficient order of 22 for all experiments. 

We have trained the model using Gaussian mixture 

components as 4, 8,   16, 32 and 64 for different training 

speech lengths as 10 sec., 20 sec., and 30 sec.. Testing is 

performed using different test speech lengths such as 1 sec, 3 

sec, and  5 sec.. Here, recognition rate is defined as the ratio of 

the number of speaker identified to the total number of 

speakers tested.  As shown in Fig. 9 and Fig. 10 the 

recognition rate for testing length for 5 sec. outperformed, 

where as for testing length of 3 sec. is also on par with 5 sec. 

testing length. 

 

Fig. 8: Speaker Recognition Performance for varying 

Mixture Components 

As shown in Fig. 8 the percentage (%) recognition of 

Gaussian Components such as  4, 8, 16, 32 and 64  seems to be 

uniformly increasing. The minimum number of Gaussian 

components to achieve good speaker recognition 

performance seems to be 32 and thereafter the recognition 

performance is minimal. The recognition performance of the  

GMM drastically increases for the test speech duration of 1 

sec. to 3 sec.. Increasing the test speech duration from 3 sec. 

to 5 sec. improves the recognition performance with small 

improvement. 

 

Fig. 9: Speaker Recognition Performance for varying 

Test Durations 
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As shown in Fig. 11, the average speaker recognition 

performance for 10 sec., 20 sec. and 30 sec. training duration 

for varying mixture components as 4, 8, 16, 32 and 64 tested 

with 1 sec., 3 sec., and 5 sec., test durations indicate that for 

20 sec., of training speech duration with 32 mixture 

components test duration of 3 sec. gives good speaker 

recognition performance. 

 

 
 

Fig. 10: Speaker Recognition Performance for 

Training duration of 30 sec. 

 

 

Fig. 11: Average Speaker Recognition Performance 

for varying Train durations. 

VII. CONCLUSION 

In this work we have demonstrated the importance of 

coefficient order for speaker recognition task. Speaker 

discrimination information is effectively captured for 

coefficient order 22 by using GMM. The recognition 

performance depends on the training speech length selected 

for training to capture the speaker-discrimination 

information. Larger the training length, the better is the 

performance, although smaller number reduces 

computational complexity. 

 The objective in this paper was mainly to demonstrate the 

significance of the speaker-discrimination information 

present in the speech signal for speaker recognition. We have 

not made any attempt to optimize the parameters of the model 

used for feature extraction, and also the decision making 

stage. Therefore the performance of speaker recognition may 

be improved by optimizing the various design parameters. 
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Table: 1 Effect of Coefficient Order on Speaker Recognition 

Performance 

 

Coefficients 

Order 

Speaker 

Recognition ( % ) 

13 87 

14 90 

15 92 

16 94 

17 89 

18 90 

19 98.5 

20 99 

21 99.5 

22 100 

23 99.5 

24 99 

25 98 

26 96 

27 93 

28 92 

29 87 

30 84 

 

 

Table 2. Speaker Recognition Performance by using robust    

features 
  

Training 

Speech  

Duration 

(in  Sec.) 

No. of  

Mixture 

Components 

Speaker Recognition ( % ) 

Test Duration (in Sec.) 

1 Sec. 3 Sec. 5 Sec. 

 

 

     10  

4 48 82 90 

8 54 92.5 96 

16 61.5 93.5 97.5 

32 74 94.5 97.5 

64 60 88.5 95 

 

 

      20  

4 54 87 94 

8 71 94.5 97.5 

16 74 99 99.5 

32 80 100 100 

64 82.5 100 100 

 

 

       30  

4 62 89 94 

8 78.5 98 98.5 

16 88.5 100 100 

32 94.5 99 99.5 

64 97 99.5 99.5 
 


