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Abstract— A modified object-tracking algorithm that uses 

the flexible Metric Distance Transform kernel and multiple 

features for the Mean shift procedure is proposed and tested. 

The Faithful target separation based on RGB joint pdf of the 

target region and that of a neighborhood surrounding the object 

is obtained. The non-linear log-likelihood function maps the 

multimodal object/background distribution as positive values 

for colors associated with foreground, while negative values are 

marked for background. This replaces the more usual 

Epanechnikov kernel (E-kernel), improving target 

representation and localization without increasing the 

processing time, minimizing the similarity measure using the 

Bhattacharya coefficient. The algorithm is tested on several 

image sequences and shown to achieve robust and reliable 

frame-rate tracking. 

   

Index Terms—Modified Object tracking, Distance 

Transform kernel, Mean Shift, Bhattacharyya coefficient, 

log-likelihood function maps. 

I. INTRODUCTION 

  Tracking moving objects in video sequences is a central 

concern in computer vision. Reliable visual tracking is an 

important elementary task in several computer vision-based 

applications including, video surveillance and monitoring, 

sensing and navigation in robotics, key-frame detection, 

video summarization, and many more. Often the goal is to 

obtain a record of the trajectory of moving single or multiple 

targets over time and space. Object tracking in video 

sequences is a challenging task because of the large amount 

of data used and the common requirement for real-time 

computation.  One can simplify tracking by imposing 

constraints on the motion and/or appearance of objects. For 

example, almost all tracking algorithms assume that the 

object motion is smooth with no abrupt changes. One can 

further constrain the object motion to be of constant velocity 

or constant acceleration based on a priori information. Prior 

knowledge about the number and the size of objects, or the 

object appearance and shape, can also be used to simplify the 

problem. Numerous approaches for object tracking have 

been proposed. These primarily differ from each other based 

on the way they approach the following questions: Which  

Object Representation is suitable for tracking? Which image 

features should be used? How should the motion,  
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appearance, and shape of the object be modeled? The 

answers to these questions depend on the 

context/environment in which the tracking is performed and 

the end use for which the tracking information is being 

sought. A large number of tracking methods have been 

proposed which attempt to answer these questions for a 

variety of scenarios. Tracking objects can be complex due to 

target scale variations, loss of information caused by 

projection of the 3D world on a 2D image, camera motion, 

partial occlusions, clutter, real-time processing 

requirements and more. Therefore, it is desirable to ensure 

that the tracker is as efficient as possible. There are two key 

steps in video analysis: detection of interesting moving 

objects, tracking of such objects Frame to frame. The main 

goal of this proposal is to introduce a new framework in both 

of object Detection and Object Localization in video 

sequences. 
 

II. PROCEDURE FOR PAPER SUBMISSION 

A. Review Stage 

Every tracking method requires an object detection 

mechanism either in every frame or when the object first 

appears in the video. A common approach for object 

detection is to use information in a single frame. However, 

some object detection methods make use of the temporal 

information computed from a sequence of frames to reduce 

the number of false detections. This temporal information is 

usually in the form of frame differencing, which highlights 

changing regions in consecutive frames. Given the object 

regions in the image, it is then the tracker’s task to perform 

object correspondence from one frame to the next to 

generate the tracks. 

B. Robust Method for Object Background Separation 

Faithful object tracking can be achieved if we can separate 

the target region from the background at each time instant. 

To achieve this, the RGB based joint pdf of the target region 

and that of a neighborhood surrounding the object is 

obtained. This process is illustrated in Fig. 1. The region 

within the red rectangle is used to obtain the target pdf and 

the region between the green rectangles is used for obtaining 

the background pdf. This Work uses Pets2001 Video 

Sequences for showing the proposed algorithm. The 

resulting log-likelihood ratio of foreground/background 

region is used to determine object pixels. The log-likelihood 

of a pixel considered within the outer bounding rectangle as 

follow [11]: 
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𝐹i = Log
𝑚𝑎𝑥 𝑀 𝑢 , 𝛾 

𝑚𝑎𝑥 𝑁 𝑢 , 𝛾 
                                                (1) 

                                                                              

Where, M u  is the color weighting histogram belonging to 

the target and N u is normal color histogram of background 

respectively; and γ is a small non-zero value to avoid 

numerical instability. 
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Where b function relates corresponding index to each pixel 

and K is a convex uniformly decreasing and isotropic 

function.Cs is Constant and is Kronecker delta function. 
 

 The Main goal behind the use of kernel is maximize the 

pixels values in order to separate two classes as best. 

Furthermore the intrinsic descent spatial behavior of Kernel 

causes the Value of adjacent pixels near to Boundary seems 

less noticeable. The non-linear log-likelihood function maps 

the multimodal object/background distribution as positive 

values for colors associated with foreground, while negative 

values are marked for background. The weighting factor Mi 

is obtained as: 

 

Ui= {1 if   Fi > т0 ,   0   otherwise                         (3) 

 

Where τ0  is the threshold to decide on the most reliable 

target pixels. Once the target is localized by user interaction 

or detection in the first frame, the likelihood map of the 

object/background is obtained using (3).Then we final mask 

obtained after Morphological operations. The outer 

rectangle is chosen in order to have comparable number of 

pixels from object rectangle as well as background region. If 

we take a larger rectangle, then far away pixels that are 

similar to object could weaken the object model. Especially 

in scenarios with background-clutter, the immediate 

background pixels play a major role in distinguishing the 

object, than the farther background pixels. We use outer 

rectangle with area equal to two times the target rectangle 

area so that the number of background pixels is 

approximately the same as the number of pixels. 
 

 

 

Fig.1.Object and Background is bounded by red and 

green rectangular respectively. 
 

                              
                                              (a) 

 

               
                         (b)                                     (c)        
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                                            (f)                                             

Fig.2. Depicts of Proposed Method :( a) Boundary of Target 

and Background. (b)Weighted color histogram of 

Foreground. (c) Background color histogram. (d) 𝐅𝐢 
Mapping. (e) Boundary regions are selected by 𝐔𝐢and (f) 

Mask obtained after morphological operation. 

III. OBJECT TRACKING 

The aim of an object tracker is to generate the trajectory of 

an object over time by locating its position in every frame of 

the video. Object tracker may also provide the complete 

region in the image that is occupied by the object at every 

time instant. The tasks of detecting the object and 

establishing correspondence between the object instances 

across frames can either be performed separately or jointly. 

In the first case, possible object Regions in every frame are 

obtained by means of an object detection algorithm, and 

then the tracker correspond objects across frames. In the 

latter case, the object region and correspondence is jointly 

estimated by iteratively updating object location and region 

information obtained from previous frames. In either 

tracking approach, the objects are represented using the 

shape and/or appearance models. The model selected to 

represent object shape limits the type of motion or 

deformation it can undergo. For example, if an object is 

represented as a point, then only a translational model can 

be used. In the case where a 

geometric shape 

representation like an 
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ellipse is used for the object, parametric motion models like 

affine or projective transformations are appropriate. These 

representations can approximate the motion of rigid objects 

in the scene. For a non-rigid object, silhouette or contour is 

the most descriptive representation and both parametric and 

nonparametric models can be used to specify their motion. 

IV. PROPOSED METHOD FOR TARGET 

LOCALIZATION 

Mean Shift (MS) is nonparametric statistical methods are 

based on Target Localization and Representation to find the 

nearest mode of a point sample distribution, that has been 

adopted as an efficient technique for image segmentation 

and object tracking. In basic method which uses usual 

Epanechnikov kernel (E-kernel), the feature 

histogram-based target representations are regularized by 

spatial masking with an isotropic kernel. The basic mean 

shift algorithm relies on color cues. In this algorithm [2] the 

new initial center of target in every frame estimated by: 
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Is metric estimated model of candidates based on 

color histogram and uq


is Target model, which can be 

calculated in the first frame or be updated in the next 

frames. 

 

The final target localization algorithm is described as 

follow: 
 

1- Calculate the target model mu

uq
...1
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 Is Similarity measure obtained by: 
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3- Obtain the weight iw
using (5) 

4- Finding the new target location using (4) 

5- If 
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 yy  and go to step1. 

 

Color is a meaningful part of many tracking algorithms. 

Since color histograms are robust to partial occlusion, scale 

and rotation invariant, the resulting algorithm can efficiently 

and successfully handle non-rigid deformation of the target 

and rapidly changing dynamics in complex unknown 

background. The benefit of color is that it is a weak model 

and is therefore unrestrictive about the type of objects being 

tracked. The main difficulty for tracking with color alone 

occurs when the region around the target contains objects 

with similar color. When the region is cluttered in this way a 

single cue does not provide reliable performance because it 

fails to fully model the target. Therefore one challenge is to 

find solution of this problem caused to make a robust 

algorithm. Rarely texture and edge features have been widely 

used for video based tracking purposes. Furthermore, they 

have not been applied to tracking with mean shift technique. 

Some another recent research has been concentrated on 

cue-selection approach which in most case the present visual 

cues was evaluated by using Potential filtering applications 

in video sequences. In continue we aim at to develop idea by 

expanding algorithm based on mentioned multiple features. 

We are going to show that color, texture and edge complete 

each other and provide reliable performance. 
 

V. ESTIMATION OF TARGET LOCATION USING 

MULTIPLE FEATURES 

We search a region in new frame on which is most similar to 

target. We search our object in new frame around the target 

location in previous frame and estimate most similarities as 

new location of the target because target motion in two 

sequential frames is not considerable. We define similarity 

criteria for comparison of two Histograms. In this Work we 

suggest Bhattacharya distance for each feature 

independently, which can be defined as below: 
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A method is presented here which takes account of the 

Bhattacharyya distance (6) to give some significance to 

each feature based on the current frame. Using the 

smallest value of the distance measure  y


 for each 

feature the weight for each feature f  is determined by: 

f=1, 2… F 

min

1
      f

f










 

(10) 

The weights are then normalized such that 1
1

 

F

f f . 
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In this way, the new location of the target in current frame 

for each feature space is calculated independently with (4) 

then final location of target in that iteration is given by:  

 

 1 1 1 1c e tmultiple c e t
y y y y  
   

  
 
  

(12) 

 

Fig.3.Proposed Framework For object Detection and 

Localization 

VI. EXPREMENTAL RESULTS 
 

We implemented the proposed algorithm on several 

image sequences. The evaluation of the modified mean 

shift object tracking in comparison with the basic radials 

symmetric E-kernel is presented, too. We track moving 

objects, a static object with a moving camera and a 

combination of the two. All the tests were carried out on a 

Pentium 4 CPU 3.60 GHz with 1GB RAM. The first 

sequence includes hand tracking. In a hand-tracking 

scenario the Mean Shift with color features (Fig. 4(a)) 

fails in the frame of 260 while the modified Mean Shift 

(Fig. 4(c)) is successful in that frame. As can be seen in 

(fig. 4(a) and 5(b) -frames 290) the mean shift tracker 

with color and edge features are unable to track 

successfully, while the modified. Mean shift with 

combined color and edge features (Fig. 4(c)) successfully 

tracks the hand through the entire sequence. 

 

 
    Frame 50                Frame 140                Frame240               Frame 290 

(a)Color 

 
      Frame 50               Frame 140              Frame240                Frame 290 

(b)Edge 

 
       Frame 50             Frame 140             Frame240             Frames 290                                                        

          (C)Color & Edge 
 

Fig.4. Hand tracking scenario. The Mean Shift with color 

features (Fig. 4(a)) fails in the frame of 240 while the Mean 

Shift with multiple features (Fig. 4(c)) is successful in that 

frame. As can be seen in (fig. 4(a) and 4(b)-frames 290) the 

mean shift tracker is unable to track successfully as the hand is 

moved in front of the face. The mean shift with combined color 

and edge features (Fig.4(c)) successfully tracks the hand 

through the entire sequence. 
 

In the second experiment, we compare the tracking of a 

moving car in a video sequence that includes 450 frames of 

320´ 480 pixels, comparing the normal E-kernel with the 

MDDT kernel. The simulation used one frame for each 5 

frames. The target location was initialized by a rectangular 

region (shown) of size 86 ´41pixels. Fig.5 (a) and (b) show 

some examples, frames 1, 35, 60 and 75, from the whole 

sequence. In frame 60 some of the original car is still 

contained within the window, but after the 75nd frame, the 

car is lost completely in Fig.5 (a), as the tracker finally 

latches on to another crossing car. This demonstrates that 

the inclusion of the background of the tracked car (in this 

case another car) includes pixels that are similar in color 

space, so that the algorithm fails to identify the correct 

distribution in succeeding frames and hence follows the 

wrong target. Fig.6 shows the value of iteration computed 

for each frame.  In Fig.7 distance function, which calculated 

by the Bhattacharyya coefficient, is presented. The peak in 

the E-kernel data is 0.636 which increases to the 0.7 in 

MDDT. Fig.8 shows the similarity surfaces made by 

candidate models in frame 35 with E-kernel and MDDT 

kernel, (a) and (b) respectively. Initial point is center of 

target model in frame of 33 and extend of simulation is 

60×60. 

 

 
 

Fig.5. Tracking the crossing car 
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Fig.6. Iteration Value for selected Frames. 
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Fig.7. The Bhattacharya distance values, calculated by 

the           Bhattacharyya coefficient. 

 
 

     (a)       
 
 

 
(b) 

 

Fig.8. The similarity surfaces (values of the 

Bhattacharyya coefficient) for frame 35. The initial 

points and convergence points are shown. (a) The 

result from the E-kernel. (b) The result from the 

MDDT-kernel. 

In terms of complexity, computed from 20 executions of 

the program, the average selected frames per second of the 

MDDT kernel and the E-kernel are 15.76 and 17.57 

respectively. The maximum numbers of iterations within a 

single frame are 14 and 20, respectively. The average times 

per frame are roughly comparable because although the 

speed of convergence is quicker with the MDDT-kernel, 

additional processing is required to segment the target 

window, in order to get more robust and accurate tracking. 

From Table 1, which shows quantitative results, the 

MDDT kernel algorithm needs on average only 8.2 

iterations to converge to the optimal result, but the 

E-kernel needs 14.4 iterations on average, the greatly 

reduced number of iterations balances the greater 

complexity of computing the MDDT kernel, so the 

processing speed per frame is comparable. 

 

Table1. Comparison results of MDDT and E-kernel 

method 

  Average CPU time (sec./frame) 

Method iteration

s 

max min mean 

E-kernel 14.4 0.4453 0.3534 0.3993 

Proposed 

Method 
8.2 0.3688 0.2914 0.3301 

VII. CONCLUSION 

We have described the implementation of a scaling, 

normalized Metric distance kernel as a weighting and 

constraining function applied to the mean shift tracking 

algorithm that maximizes the similarity between model 

and candidate distributions in multiple features space. In 

comparison with the E-kernel, used as an exemplar of a 

radially symmetric function, application of the 

MDDT-kernel can achieve better results because it can 

reject false nodes that are caused by the inclusion of 

changing background pixels. Using multi-features make 

similarity surfaces more convergence. The processing 

time is sufficiently small for real time operation, as the 

added cost of foreground-background separation is offset 

by the more rapid finding of the correct mode. The results 

presented on a number of video sequences show that the 

MDDT-kernel algorithm with multiple features performs 

well in terms of improved stability, accuracy and 

robustness on camera motion and partial occlusions. 
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