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Abstract— An increasing part of microelectronic systems is 

implemented on the basis of pre designed and pre verified 

modules, so-called cores, which are reused in many instances. 

Core-providers offer RISC-kernels, embedded memories, DSPs, 

and many other functions, and built-in self-test is the appropriate 

method for testing complex systems composed of different cores. 

The main objective of this project is to designing a system, in such 

a way that; it is having the capability to detect the faults in the 

Read only memories. Whether the faults may be Software or 

Hardware, all faults can be recognized by our designed system. 

BIST (Built in self test) concept is introduced to detect the faults in 

the memories. The proposed approach offers a simple test flow 

and does not require intensive interactions between a BIST 

controller and a tester. The scheme rests on partitioning of rows 

and columns of the memory array by employing low cost test logic. 

It is designed to meet requirements of at-speed test thus enabling 

detection of timing defects. 

 

Index Terms— DSPs, RISC-Kernels, BIST 

I. INTRODUCTION 

Embedded memories are more challenging to test and 

diagnose than their stand-alone counterparts. This is because 

their complex structures are paired with a reduced bandwidth 

of test channels resulting in limited accessibility and 

controllability. Consequently, the memory built-inself-test 

(MBIST) has established itself as one of the mainstream 

design for test (DFT) methodologies as it allows one to 

generate, compress, and store on chip very regular test 

patterns and expected responses by using a relatively simple 

test logic. The available input/output channels, moreover, 

suffice to control built-in self test (BIST) operations, 

including at-speed testing and detection of timing defects.  

Non-volatile memories are among the oldest programmable 

devices, but continue to have many critical uses. ROM, 

PROM, EPROM, EEPROM, and flash memories have proved 

to be very useful in a variety of applications. Traditionally, 

they were primarily used for long-term data storage, such as 

look-up tables in multimedia processors or permanent code 

storage in microprocessors. Due to the high area density and 

new sub micrometer technologies involving multiple metal 
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layers, ROMs have also gained popularity as a storage 

solution for low voltage/ low-power designs.  

The following Figa shows the salient architectural features 

of a ROM. Every row consists of M words, each B-bit long. 

Bits belonging to one word can be either placed one after 

another or interleaved forming segments, as illustrated in the 

figure. Decoders guarantee the proper access to memory cells 

in either a fast row or a fast column addressing mode, i.e., with 

row numbers changing faster than word numbers or vice 

versa. It is worth noting that algorithms proposed in this paper 

do not impose any constraints on the addressing scheme so 

that the memory array can be read using either increasing or 

decreasing address order. 

A Generic scan based logic BIST architecture A generic 

single clock logic BIST architecture based on the well known 

STUMPS technique is illustrated in Figure 1. The figure 

depicts the circuit-under-test or core, and the logic BIST 

controller in the highlighted area. The circuit is composed of 

combinational logic, and possibly embedded memories, 

separated by multiple scan chains. Various components of the 

logic BIST controller are shown in the highlighted area. 

These components include test pattern generation block - 

composed of the pseudo-random pattern generator (PRPG) 

and phase shifter circuit, the output response analysis block -  

composed of multiple input signature   register (MISR), space 

compactor, and optional AND gates. In addition, there are 

two counters: the pattern counter, and the shift counter which 

for each pattern keeps track of the number of cycles required 

to fill the scan chains.  

 
Fig.-1: Schematic Diagram 
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The decoder block shown in the figure drives the test 

points. Finally, the multiplexers between the phase shifter and 

scan inputs are used to concatenate several shallow 

BIST-mode scan chains into a few deep ATPG-mode scan 

chains accessed directly from the chip pins in case top-up 

ATPG is use  to improve the fault coverage obtained by BIST. 

The schematic diagram summarizes the architecture of a 

test environment used to collect diagnostic data from the 

ROM arrays. In addition to a BIST controller, it consists of 

two modules and gating logic that allow selective observation 

of rows and columns, respectively. Assuming permanent 

failures, the BIST controller sweeps through all ROM 

addresses repeatedly while the row and column selectors 

decide which data arriving from the memory rows and/or 

columns is actually observed by the signature register. 

Depending on a test scenario, test responses are collected in 

one of the following test modes.  

1. Row disable = 0 and column disable = 1; the row selector 

may enable all bits of the currently received word, thereby 

selecting a given row; this mode is used to diagnose row 

failures and, in some cases, single cell faults.  

2. Row disable = 1 and column disable = 0; assertion of the 

row disable signal effectively gates the row selector off; the 

column selector takes over as it picks a subset of bit lines to 

be observed (this corresponds to selecting desired columns 

and is recommended to diagnose column and single cell 

failures).  

3. Row disable = 0 and column disable = 0; de-asserting both 

control lines allows observation of memory cells located 

where selected rows and columns intersect.  

It proceeds iteratively by determining a signature, which 

corresponds to the selected rows or columns, followed by a 

transfer of such a test response to the ATE through an optional 

shadow register. If the obtained signature matches the 

reference (golden) signature, we declare the selected rows 

and/or columns fault-free. Time required to filter out failing 

sites accurately depends on how selection of observable rows 

and columns is carried out. Our scheme employs an enhanced 

version of deterministic partitioning originally proposed for 

scan-based diagnosis. It assures the fastest possible 

identification of fault sources down to the array nodes that 

cannot be recognized as fault-free ones. 

II. ROW SELECTION  

  We start by introducing the general structure of the row 

selector shown in Fig-2. Essentially, it is comprised of four 

registers. The up counters partition and group, each of size n = 

_0.5 log2 R_, keep indexes of the current partition and the 

current group, respectively. They act as an extension of the 

row address register that belongs to the BIST controller (the 

leftmost part of the counter in Fig. 4. A linear feedback shift 

register (LFSR) with a primitive characteristic polynomial 

implements a diffractor providing successive powers of a 

generating element of GF(2n), which are subsequently used to 

selectively invert data arriving from the partition register. The 

same register can be initialized when its input load is 

activated. Similarly, one can initialize a down counter called 

offset by asserting its input load. 

 
Fig.-2: The diagram depicts the output of gate N2 

As can be seen, the diffractor is loaded at the beginning of a 

test run (row address = 0) with the group number 3 (112), and 

then it  changes its state every four cycles by following the 

trajectory 1 → 2 → 3. At the same cycles, i.e., 0, 4, 8, and 12, 

the offset counter is reloaded with the sum of the partition 

number 2 (102) and the previous state of the diffractor, except 

for the first load, when only the partition number goes to the 

offset counter as the outputs of the AND gates are set to 0. 

After initializing, the offset regiter counts down and reaches 

zero at cycles 2, 5, 11, and 12, which yields an active signal on 

line “observe row” resulting, in turn, in observing data from 

the memory rows with addresses 2, 5, 11, and 12, 

respectively.  

III. COLUMN SELECTION 

              Fig-3 shows the column selector used to decide, in a 

deterministic fashion, which columns should be observed. Its 

architecture resembles the structure of the row selector as 

both circuits adopt the same selection principles. The main 

differences include the use of a BIST column address register 

and a diffractor clocking scheme. Moreover, the offset 

counter is now replaced with a combinational column 

decoder, which allows selection of one out of B outputs of the 

word decoder. It is worth noting that the diffractor advances 

every time the column address increments. Its content added 

to the partition number yields a required column address in a 

manner similar to that of the row selection.  

The phase shifters PS1, PS2, and PS3 are then to output 

states of the original trajectory, but starting with the values of 

4, 6, and 5, respectively. When various partition groups are 

examined, the diffractor traverses the corresponding parts of 

its state space while the phase shifters produce appropriate 

values that ensure generation of all 2n −1 combinations. The 

missing all-0 state is again obtained by means of AND gates. 
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Fig.-3: Column Selector 

IV. COMBINED ROW AND COLUMN SELECTION 

   In order to reduce the area overhead, some components of 

the row selector and the column selector can be shared. The 

circuit by which this concept is implemented is shown in Fig 

where the partition and group registers feed both selectors. 

Since the word address increments prior to the row address, 

the memory array is read in the fast column. 

    As no interaction between control signals arriving from the 

word and row address registers is needed, the scheme enables 

reading the memory array in the fast row mode as well, after 

exchanging the row and column address registers. 

Furthermore, the combined row and column selector is 

designed in such a way that none of the components require 

clock faster than the one used to increment either the word or 

row address register. As a result, the proposed scheme allows 

reading memory at-speed, and thus detection of timing 

defects. Finally, as the combined selector makes it possible to 

collect the row and column signatures in parallel, such an 

approach allows one to reduce the diagnostic time by half. In 

this mode, however, two signature registers are required. 

 

 
Fig.-4: Combined Row and Column Selector 

V. SIMULATED RESULTS 

A. Heterogeneous Simulation Report for a Fault- Free 

Memory 

 
B. Simulation report for a memory which consists of faults 

 

 
 

Novel Built-In Self-Test (BIST) approaches for integrated 

optoelectronic systems are presented. The proposed 

approaches enable system evaluation under realistic operating 

conditions (including crosstalk degradation) through BER 

testing. They can speedup both circuit-level and system-level 

testing by providing means for accessing different parts of the 

circuit easily and allowing time-consuming performance tests 

to be run in parallel with boundary-scan tests. 

VI. CONCLUSION 

In this project, a new fault diagnosis scheme for embedded 

read-only memories is presented. It reduces the diagnostic 

data that needs to be scanned out during ROM test such that 

the minimum information to recover the failure data is 

preserved, and the time to unload the data is minimized. The 

presented approach allows an uninterrupted collection and 

processing of test responses at the system speed. This has 

been achieved by using low-cost on-chip selection 

mechanisms, which are instrumental in very accurate and time 

efficient identification of failing rows, columns, and single 

memory cells.  
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In particular, the scheme employs the original designs of 

row and column selectors with phase shifters controlling the 

way the address space is traversed. 

Furthermore, the new combined selection logic allows the 

scheme to collect test results in parallel (leading to shorter test 

time) without compromising quality of diagnosis. Results of 

experiments performed on several memory arrays for 

randomly generated failures clearly confirm high accuracy of 

diagnosis of the scheme provided the signature registers and 

the proposed selection logic are properly tuned to guarantee a 

desired diagnostic resolution. 
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