
                                                                               International Journal of Soft Computing and Engineering (IJSCE) 

ISSN: 2231-2307, Volume-2, Issue-3, July 2012   

349 

 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  

Retrieval Number: C0778062312 /2012©BEIESP 

 

 

 

Abstract: In our study, we introduce modifications in hard 

K-means algorithm such that algorithm can be used for clustering 

data with categorical attributes. To use the algorithm for 

categorical data, modifications in distance and prototype 

calculation are proposed. To use the algorithm on numerical 

attribute values, mean is calculated to represent centre, and 

euclidean distance is used to calculate distance. Whereas, to use it 

on categorical attribute values, proportional representation of all 

the categorical values (probability) is used to represent center, and 

proportional weight difference is used as distance measure. For 

mixed data, we used discretization on numerical attributes to 

convert these attribute in categorical attribute. And algorithm 

used for categorical attributes is used. 

Other modifications use the combined fundamentals from 

rough set theory, fuzzy sets and possibilistic membership 

incorporated in k-means algorithm for numeric value only data. 

Same modifications are applied on the algorithm developed for 

categorical, and mixed attribute data. Approximation concept 

from rough set theory deals with uncertainty, vagueness, and 

incompleteness. Fuzzy membership allows dealing with efficient 

handling of overlapping clusters. Possibi1istic approach simply 

uses the membership value of data point in a cluster that 

represents the typicality of the point in the cluster, or the 

possibility of the point belonging to the cluster. Noise points or 

outliers are less typical; hence typicality-based (possibilistic) 

memberships reduce the effect of noise points and outliers. To 

verify the performance of algorithms DB index and objective 

function values are used. 

 

Index Terms: Categorical data, clustering, fuzzy membership, 

k-means,  possibilistic membership, rough set.  

I. INTRODUCTION 

  CLUSTERING process groups a set of physical or abstract 

objects into classes of similar objects. The problem of 

clustering is defined as follows: Given a set of data objects, 
the problem of clustering is to partition data objects into 

groups in such a way that objects in the same group are 

similar while objects in different groups are dissimilar 

according to the predefined similarity measurement i. e. data 

belonging to one cluster are the most similar; and data 

belonging to different clusters are the most dissimilar [8], 

[10], [12], [20]. The unsupervised nature of the problem 

implies that its structural characteristics are not known, 

except if there is some sort of domain knowledge available in 

advance. Specifically, the spatial distribution of the data in 

terms of the number, volumes, densities, shapes, and 
orientations of clusters (if any) are unknown. Data objects are 

described by attributes of distinct natures, (binary, discrete, 

continuous, and categorical). However, finding the optimal 

clustering result has been proved to be an NP-hard problem. 

[16], [17]. In the literature, researchers have proposed many 

solutions for this issue based on different theories, and many 
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surveys focused on special types of clustering algorithm have 

been presented [4], [5], [9], [10], [11], [13], [15], [16], [19]. 

Clustering plays an important role in many engineering 

applications, such as data compression, pattern recognition, 

image processing [9], system modeling, communication, 

remote sensing, biology, medicine, data mining [20], 

machine learning, and information retrieval [16].  

Clustering algorithms can be generally classified as: 

hierarchical, partition-based, density-based, grid-based, and 

model-based [18], [20]. Most widely used partitional 

clustering algorithm is hard c-means (HCM) [1], where each 

object must be assigned to exactly one cluster. Whereas fuzzy 
c-means (FCM) [1], [14], [18] relaxes this requirement and 

allow the data belong to more than one cluster at the same 

time. The FCM algorithm assigns memberships which are 

inversely related to the relative distance of data points to the 

cluster centers. Suppose c=2. If data xk is equidistant from 

two centers, the membership of xk in each cluster will be the 

same, regardless of the absolute value of the distance of from 

the two centers (as well as from the other points in the data). 

This creates the problem that noise points, far but equidistant 

from the center of the two clusters, can nonetheless be given 

equal membership in both, when it seems far more natural 
that such points be given very low (or even no) membership 

in either cluster. To reduce this weakness of the FCM and to 

produce memberships that having good degrees of belonging 

for the data, Krishnapuram and Keller [2], [6] proposed a 

possibilistic membership approach However, the possibilistic 

c-means (PCM) sometimes generates coincident clusters [6].   

Rough-set-based [3], [7] clustering provides a solution that is 

less restrictive than conventional clustering and less 

descriptive than fuzzy clustering. Rough set is a 

mathematical tool for managing uncertainty, vagueness, and 

incompleteness that arises from the indiscernibility between 
objects in a set. Lingras [7] proposed a new clustering method 

called rough c-means (RCM), which describes a cluster 

center and a pair of lower and upper approximations. By 

combining both rough and fuzzy sets, new  c-means 

algorithm(RFCM), is introduced by Mitra [3] where each 

cluster is consist of a fuzzy lower approximation and a fuzzy 

boundary. Each object in lower approximation takes a weight 

corresponding to fuzzy membership value. However, the 

objects in lower approximation of a cluster should have a 

similar influence on the corresponding centers, and their 

weights should be independent of other centers and clusters. 

So it drifts the cluster centers from their desired locations. 

 In this paper, we proposed an algorithm termed as 

rough–fuzzy Possibilistic C-Means (RFPCM). Membership 

function of the fuzzy sets enables overlapping clusters, and 

the concept of lower and upper approximations from rough 

sets handles uncertainty, vagueness, and incompleteness; 

Whereas  possibilistic membership functions generate 

memberships which are compatible with the center of the 

class and not coupled with centers of other classes. The 

algorithm modified to use on 

categorical data by using 

probability distribution of 

Modifications in K-Means Clustering Algorithm 

B. F. Momin, P. M. Yelmar 



 

Modifications in K-Means Clustering Algorithm 

350 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  

Retrieval Number: C0778062312 /2012©BEIESP 

 

 

categorical values.   

II. ALGORITHMS 

A. Hard C- Means (HCM) 

In HCM [20] each object is assigned to exactly one cluster. 

The main steps of the c-means algorithm [1] are as follows. 
1) Assign initial means vi (also called centers) for each 

cluster. 

2) Assign each data object xk to the cluster Ui with the 

closest mean. 

3) Compute new mean for each cluster using 

                                       
 

  
   

 

     

                                         

4) Iterate Steps 2) and 3) until criterion function 

                            
 

     

 

   

                           

Converges, i.e., there are no more new assignments 

of objects.  

B. Fuzzy C-Means (FCM) 

FCM [1], [2], [18] allows one data object to belong to two 

or more clusters at the same time. The memberships are 

inversely related to relative distance of object xk to the center 

vi.They are calculated by using  

                                  
   
   

 

 
   

   

   

 

  

                             

Where     
         

  ;  

1 ≤ m ≤ ∞ (ideally selected as 2); 

         , probabilistic membership of xk to cluster βi. 

FCM partitions data set into c clusters by minimizing o 

objective function 

                                           
 

   

   

       
 

   

   

                  

subject to     
   
                  and   

                
     

Steps in FCM:- 

1) Randomly choose c objects as centers of c clusters. 

2) Calculate membership based on relative distance. 

3) Calculate new centers using 

                                          
     

    
   
   

     
     

   

                                

4) Iterate until criterion function converges. 

C. PCM 

FCM becomes very sensitive to noise and outliers because 

data point memberships are inversely related to the relative 

distance of the data to the cluster centers. In addition, for 

compatibility with the center, the membership of an object xk 

in a cluster βi should be determined solely by center vi of the 

cluster and should not be coupled with its similarity with 

respect to other clusters. To handle this problem, 

Krishnapuram and Keller [2], [6] proposed PCM. For PCM 

objective function is formulated as   

         
  
       

 
 

   

 

   

    

 

   

        
  
  

 

   

     

Where        is the fuzzifier, and    represents the 

scale parameter. The update equation of     is given by  

                                       
 

   
                                                 

 

Where    
       

 

  
 

 
     

     

subject to                  and       
 
         ;and 

maxi         .  

The Scale parameter represents the zone of influence or 

size of the cluster βi. The update equation for  
 
 is  

                                        
 
   

 

 
                                                  

Where         
  
       

  
    and            

   
    

Value of K is chosen to be one. In each iteration, the new 

value of     depends only on the similarity between the 

object    and the center   .The resulting cluster of the data 

can be interpreted as a possibilistic cluster, and the 

membership values may be interpreted as degrees of 

possibility of the objects belonging to the cluster, i.e., the 

compatibilities of the objects with the center.  

D.  Rough C-Means (RCM). 

The rough set [1], [3], [7] is a mathematical tool for 

managing uncertainty that arises from the indiscernibility 

between objects in a set. It approximates a rough (imprecise) 

concept by a pair of exact concepts, lower and upper 

approximations. The lower approximation is the set of 

objects definitely belonging to the vague concept, whereas 

the upper approximation is the set of objects possibly 

belonging to the same. RCM views each cluster as an interval 

or rough set [3], [7]. A rough set X is characterized by its 

lower and upper approximations    and   , respectively, 

with the following properties. 

i. An object xk can be part of at most one lower 

approximation.  

ii. If xk     of cluster X, then simultaneously xk  

      
iii. If xk is not a part of any lower approximation, 

then it belongs to two or more upper 

approximations. 

This permits overlaps between clusters. The center 

computation is modified by incorporating the concepts of 

upper and lower approximations. Since objects in the lower 

approximation definitely belong to a rough cluster, they are 

assigned a higher weight by parameter wlow. The objects lying 

in the upper approximation are assigned a relatively lower 

weight by parameter wup during computation. The center of 

cluster is calculated by equation 

  
  

 
 
 

 
 
                                

                                                       

                                                            

                                                      

                                                                  

              

Where the parameters wlow and wup correspond to the 

relative importance of the lower  
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and upper approximations, respectively such that wlow + 

wup =1. Here,       indicates the number of patterns in the 

lower approximation of cluster     while           is the 

number of patterns in the rough boundary. RCM is found to 

generate three types of clusters, such as those having objects:   

i. In both the lower and upper approximations; 

ii. Only in lower approximation; 

iii. Only in upper approximation. 

The condition for an object belonging to the lower or upper 

bound of a cluster is explained as next. Let xk  be an object at 

distance dik from centroid    of cluster   . The difference 

dik−djk, i ≠ j, used to determine whether xk should belong to 

lower or upper bound of a cluster. The algorithm steps are as 

follows 

1) Assign initial means vi (also called centers) for each 

cluster. 

2) For each data object xk compute difference dik−djk,    

i ≠ j, from center pairs    and   . 

3) Let dik  be minimum and djk be next to minimum. If 

difference (djk - dik) is less than some threshold, then 

xk belong to upper approximations of both clusters 

else xk belong to lower approximation of cluster    
such that distance dik is minimum over all c clusters. 

4) Compute new center for each cluster using (9). 

5) Iterate Steps 2)-4) until criterion function 

converges. Objective function is given by 

   

 
 
 

 
 
                                

                                                       

                                                            

                                                      

                                                                  

             

 

Where             
 

      
 
    and  

            
 

        
 
     ,              . 

The performance of the algorithm is dependent on the choice 

of wlow, wup, and threshold. Used combinations are wup = 1− 

wlow, 0.5 < wlow< 1, and 0 < threshold < 0.5. An optimal 

selection of these parameters is an issue of research interest. 

E. R ough, Fuzzy, Possibilistic C-Means (RFPCM) 

RFPCM [19] adds both probabilistic and possibilistic 

memberships and the lower and upper approximations of 

rough sets into c-means algorithm. While the membership of 

fuzzy sets enables efficient handling of overlapping 

partitions, the rough sets deal with uncertainty, vagueness, 

and incompleteness in class definition. Integration of both 

probabilistic and possibilistic memberships avoids the 

problems of noise sensitivity of the FCM and the coincident 

clusters of the PCM. Fig. 1 provides a schematic diagram of a 
rough set X within the upper and lower approximations, 

consisting of granules from the rectangular grid. 

 
Fig. 1 RFPCM. Cluster is represented by lower 

bound and fuzzy boundary. 

RFPCM algorithm steps are outlined as follows:- 

1) Randomly assign c objects as centers of c clusters. 

2) Calculate probabilistic and possibilistic 

memberships for all objects using (3) and (7) 
respectively. 

3) The scale parameters    for c clusters are calculated 

by using (8). According to Krishnapuram and James 

M. Keller [6] the value of    can be fixed for all 

iterations or it may be varied in each iteration. In our 

experimentation we used fixed value of   
 
. 

4) Compute 

                

for all clusters and all data objects  where i=1,…,c 
and  j=1,…,n. 

5) A Sort all     and the difference of two highest 

memberships of  xj  are compared with threshold  δ. 

6) A Let µij  and µkj highest and second highest 

memberships of xj  respectively. If (µij   µkj)   

then       , as well as        ; otherwise 

       and       . Now modify the 

membership values     and    . 
7) Calculate new centers by 

  
    

 
 
 

 
 
                                           

                                      

                                                                     

                                                
                                                                            

  

The δ represents the size of granules of rough–fuzzy 

clustering and selected as 0 < δ < 0.5. 

8) Iterate Steps 2)-7) until criterion function 

converges. 

  Objective function for RFPCM is calculated as: 

 

     

 
 
 

 
 
                                             

                                                

                                                                        

                                            
                                                                              

  

Where  

            
  

       
  
        

 

        

 

   

    

 

   

        
        

 

And  
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III. C-MEANS FOR CATEGORICAL  DATA 

CLUSTERING 

In this section we introduced C-Means algorithm for 

categorical data clustering. Earlier Ralambondrainy [4], [5] 

presented k-means to cluster categorical data by converting 

multiple categorical attributes into binary attributes, each 

using one for presence of a category and zero for absence of 

it, and then treats these binary attributes as numeric ones in 

the k-means algorithm. This needs to handle a large number 

of binary attributes when data sets have attributes with many 

categories increasing both computational and storage cost. 

The other drawback is that the cluster means given by real 

values between zero and one do not indicate the 

characteristics of the clusters. The k-modes algorithm 

introduced by Zhexue Huang [4] extends the k-means 

algorithm by using a simple matching dissimilarity measure 

for categorical objects, modes instead of means for clusters, 

and a frequency-based method to update modes in the 

clustering process to minimize the clustering cost function. 

These extensions have removed the numeric-only limitation 

of the k-means algorithm. We further extended this idea by 

using by using probability distribution for distance 

calculation as well as center representation. In our algorithm, 

for center representation we count number of instances in 

cluster for particular value (instance) of particular categorical 

attribute. To calculate distance from center over particular 

attribute mathematical formula (1-probability of instance 

value on that category) is used. Objective function is 

formulated as  

 

                                         

 

   

 

   

                                   

Where          is the distance of data object     from 

cluster center  . This distance measure is formulated as 

equation  

                       

 

   

                                 

cluster center or prototype or is representative vector for 

cluster i is defined as   

                                                                                    
In which m is the number of attributes.  

                                                                    

Where        is frequency of value d for the attribute m in the 

cluster i. N are number of data objects present in cluster i. 

This process is explained with following example. Suppose 

Attribute1 has domain values {R,G,B}; Attribute2 has 

domain {A,B,C,D,E}; Attribute3 has domain {X,Y}; 

Attribute4 has domain {L,M,N,O}.  

TABLE I  SAMPLE INSTANCE FOR CLUSTER 
Sr. No. Attributes 

Attribute1 Attribute2 Attribute3 Attribute4 

1 R A X L 

2 G B Y L 

3 G A X O 

4 R C X N 

5 R E X M 

6 B D Y N 

7 G D X O 

8 B A X L 

9 G C Y N 

10 B D X L 

So center prototype which is calculated by (15) and (16) will 

be 

Q=[(0.3,0.4,0.3);(0.3,0.1,0.2,0.3,0.1);(0.7,.0.3);(0.4,0.1,0.3,0

.2)]. Calculation of                         
                    . Iterative steps are same as that 

for numeric data.  

IV. ALGORITHM RESULT EVALUATION 

CRITERION  

To evaluate the performance of algorithm on various data 
sets objective function value and DB index are used in case of 

numeric data sets whereas objective function value is used in 

case of categorical data sets. The DB is a function of the ratio 

of the sum of within-cluster distance to between-cluster 

separation. Let               be data objects in a cluster    
,and then average distance between objects within the cluster 

   is given by 
 

                                            
             

            
                       (17)  

 

Where  ,          and     . The between-cluster separation 

is defined as 

                                              
           

        
                      (18)  

 

Where     ,        such that   .  

The optimal results minimizes following formula for DB 

 

                   
 

 
  

           

        
 

   

    

   

                             

 

for        . 

V. RESULTS 

Experimentation is performed on various datasets from 

http://www.ics.uci.edu/~mlearn. Runs are performed with 

c=3. Other parameters are          ,  m1=m2=2.0; 

a=b=0.5. The parameters are held constant across all runs. To 

run the algorithm on mixed data sets, the attributes with 

numerical values are discritized and converted to categorical 

form. For numeric value data sets results are tabulated as 

TABLE II.  PERFORMANCE OF ALGORITHMS 
(NUMERIC VALUE DATA) 

 
ALGORITHM 

IRIS DATA GLASS  WINE 

DB Obj. 

Fun. 

DB Obj. 

Fun. 

DB Obj. Fun. 

HCM 0.565 78.94 3.33 727.19 7.91 11217.24 

FCM - 60.57 - 363.16 - 7411.55 

RCM 0.487 64.86 3.14 656.48 8.21 10384.73 

RFPCM 0.462 43.28 0.69 53.23 2.24 915.68 

 

http://www.ics.uci.edu/~mlearn
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Fig. 2 Objective Function Value and DB index for Iris 

Data Set.  

 

Fig. 3 Objective Function Value and DB index for 

Glass Data Set.  

 

Fig. 4 Objective Function Value and DB index for 

Wine  Data Set. 

Lower values of DB and objective function indicate 

improvement in performance of algorithm. For each data set 

value of DB and objective function is lowest for RFPCM. So 
we can say RFPCM significantly performs over HCM,  FCM 

and RCM by removing limitations of particular individual 

algorithm for numeric data sets. 

TABLE III.  PERFORMANCE OF ALGORITHMS 

(CATEGORICAL DATA) 

 Teaching Evaluation Data 

Set 

Contraceptive Method Data Set 

Obj. 

Fun. 

(Max) 

Obj.  

Fun. 

(min) 

Obj.  

Fun. 

(converg

) 

Obj. 

 Fun. 

(Max) 

Obj. 

 Fun. 

(min) 

Obj.  

Fun. 

(converg

) 

HC

M 

785 574.55 574.55  12463.4 7958.79 7959.07 

FC

M 

582.90 349.29 353.05  9360.31 5794.21 5794.21 

RC

M 

269.38 256.21 268.53  5790.81 5681.30 5765.47 

RFPC

M 

102.68 61.32 61.88  2594.76 2174.99 2184.20 

 

 

Fig. 5 Objective Function Value for Teaching 

Evaluation Data Set. 

 

Fig. 6 Objective Function Value for Contraceptive 

Method Use Data Set. 

Above results show that modified k-means algorithm gives 

reduced value of objective function for categorical data 

clustering. If we observe stability of algorithm in terms of 

objective function value for minimum value and converged 

value, these values are equal or almost equal. Results show 

that there is significant reduction in objective function value 

from maximum (which occur at first iteration) to local 

minimum or converged value of objective function for each 

algorithm. Whereas values are decreasing in sequences from 

HCM, FCM, RCM to RFPCM. So we can say RFPCM for 

categorical data performs better over other c-mean variants. 

Among these algorithms RFPCM gives improved results 

over other variations of k-means algorithm. 
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