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Abstract: Today’s Internet only provides Best Effort Service. 

Traffic is processed as quickly as possible, but there is no 

guarantee of timelines or actual delivery. With the rapid 

transformation of the Internet into a commercial infrastructure, 

demands for service quality have rapidly developed. People of the 

modern world are very much dependent on various network 

services like VOIP, Videoconferencing and File Transfer. 

Different types of Traffic Management systems are used in those 

services. Queuing is one of the very vital mechanisms in traffic 

management system. Each router in the network must implement 

some queuing discipline that governs how packets are buffered 

while waiting to be transmitted. This paper gives a comparative 

analysis of three queuing systems CSFQ, RED and FRED. The 

study has been carried out on some issues like: Throughput, 

packet end to end delay and packet delay fraction rate the 

simulation results shows that CSFQ technique has a superior 

quality than the oth techniques. 

Keywords: RED (Random Early Drop), FRED (Flow random 

Early Drop) and CSFQ (Core Stateless fair Queuing) 

I. INTRODUCTION 

Today’s Internet only provides best effort service and 

traffic is processed as quickly as possible, but there is no 

guarantee for the timely delivery of data. So, the ability to 

provide flow based quality of service (QoS) support has 

become very important for the design of modern switches 

and routers. With the development of the Internet network in 

recent years, a variety of novel Internet multimedia 

applications, such as voice over IP and videoconferencing, 

have been developed, which usually have different quality 

of service requirements. In order to complete various 

processes successfully, the network should maintain a good 

QoS (Quality of Service) to provide satisfactory  

Results to the user. QoS must be efficient to 

differentiate the traffic and satisfy their specific 

requirements. As the traffic on network is increasing due to 

congestion, it decades the performance of network, the 

different priorities can be assigned to different applications 

to enhance the performance of network. This paper 

demonstrates the performance of a number of packet 

handling mechanisms and produces a comparative picture of 

them using the simulation software NS-2(Network 

Simulator-2). 
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II. PACKET HANDLING TECHNIQUES 

Various queuing disciplines can be used to control which 
packets get transmitted and which packets which packets get 

dropped. The queuing disciplines are: 

 

1. RED (Random Early Drop) 

2. FRED (Flow random Early Drop) 

3. CSFQ (Core Stateless fair Queuing) 

A.  Red (random early drop) 

The basic idea behind RED queue management is 

to detect incipient congestion early and to convey 

congestion notification to the end-hosts, allowing them to 

reduce their transmission rates before queues in the network 

overflow and packets are dropped. 

 To do this, RED maintains an exponentially-

weighted moving average (EWMA) of the queue length 

which it uses to detect congestion. When the average queue 

length exceeds a minimum threshold (minth), packets are 

randomly dropped or marked with an explicit congestion 

notification (ECN) bit. When the average queue length 

exceeds a maximum threshold (maxth), all packets are 

dropped or marked. Random Early Detection (RED) keeps 

no per flow state information. Packets are dropped 

probabilistically based on the long-term average queue size 

and fixed indicators of congestion (thresholds). RED uses 

randomization to drop arriving packets to avoid biases 

against bursty traffic and roughly drops packets in 

proportion to the flows data rate at the router. However, 

flows with high RTTs and small window sizes are bursty, 

and this burstiness causes high variability in the perceived 

data rate of these flows as seen by RED routers. 

B.  flow random early drop (fred) 

Flow Random Early Drop (FRED) is a modified 

version of RED, which uses per-active-flow accounting to 

make different dropping decisions for connections with 

different bandwidth usages. FRED only keeps track of flows 

that have packets in the buffer, thus the cost of FRED is 

proportional to the buffer size and independent of the total 

flow numbers (including the short-lived and idle flows). 

FRED can achieve the benefits of per-flow queuing and 

round-robin scheduling with substantially less complexity. 

Flow Random Early Drop (FRED) uses per-flow 

preferential dropping to achieve fairer allocation of 

bandwidth among flows. FRED builds per-flow state at the 

router by examining those packets that are currently in the 

queue. The packet drop rate for a flow is determined by the 

number of packets the flow has in the queue, and is not 

directly influenced by the 

flow’s data rate or round trip 

time. We evaluate the 
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effectiveness of FRED as a less expensive means of 

attempting per-flow fairness. 

Some other interesting features of FRED include: (1) 

penalizing non-adaptive flows by imposing a maximum 

number of buffered packets, and surpassing their share to 

average per-flow buffer usage; (2) protecting fragile flows 

by deterministically accepting flows from low bandwidth 

connections; (3) providing fair sharing for large numbers of 

flows by using “two-packet-buffer” when buffer is used up; 

(4) fixing several imperfections of RED by calculate 

average queue length at both packet arrival and departure 

(which also causes more overhead). 

Two parameters are introduced into FRED: minq and maxq, 

which are minimum and maximum numbers of packets that 

each flow is allow to buffer. In order to track the average 

per-active-flow buffer usage, FRED uses a global variable 

avgcq to estimate it. It maintains the number of active flows, 

and for each of them, FRED maintains a count of buffer 

packets, qlen, and a count of times when the flow is not 

responsive (qlen > maxq). FRED will penalize flows with 

high strike values 

C.  core stateless fair queuing (csfq) 

The Core-Stateless FQ scheme, CSFQ, distinguishes core 

routers, the higher-speed and busier routers at the “core” of 

an Internet AS backbone from edge routers. In typical 

deployment, edge routers might handle thousands of flows, 

while core routers might handle 50k-100k flows. CSFQ 

exploits this gap by delegating the management of per-flow 

statistics to the edge routers. Edge routers then share this 

information with core routers by labeling each packet that 

they forward. Core routers, in turn, can use the labels to 

allocate bandwidth fairly among all incoming flows. It is 

important to realize that in the case of CSFQ, edge routers 

run essentially the same algorithm as core routers (including 

probabilistically dropping incoming packets); however, edge 

routers have the added responsibility of maintaining per-

flow state. In general, of course, edge and core routers in 

such an approach could run very different algorithms. Here 

are the key points of CSFQ: 

1. Dynamic Packet State: Edge routers label each packet 

with an estimate of the arrival rate for each flow. Per-

flow statistics are maintained here. 

2. Core routers use estimated arrival rates provided on 

packet labels, and An Internal measure of fair-share, to 

compute the probability of dropping each incoming 

Packet. Every packet that is accepted is processed and 

relabeled with new arrival rate information. 

3.The estimation procedure for the “fair-share” value 

convergences rapidly to the optimal value. Cheaters 

cannot win too much extra bandwidth. 

There are two goals for a CSFQ router: 

1. Maintain max-min fairness for bandwidth allocation. 

2. Avoid having to keep per-flow statistics in high-speed 

core routers. 

Note that goal (2) prevents a core router from maintaining 

per-flow queues. Therefore, once a packet has been accepted 

by a core router, it sits in one of a small number of queues 

until it is eventually processed. Hence, the only action the 

core router can take in order to achieve (1) is to drop packets 

from greedy flows. Notably absent is the ability to schedule 

when a packet is to be sent. In order to avoid patterns of 

synchronization, packet dropping is done probabilistically 

using both information accumulated and added to the packet 

by an edge router, and a global parameter estimated by the 

core router. 

CSFQ (Core Stateless fair Queuing) is a Queuing 

Technique used to achieve fair bandwidth allocation using 

differential packet dropping. The CSFQ architecture 

differentiates between ‘edge’ and ‘core’ nodes. The edge 

nodes performs per flow management, core nodes do not 

perform per flow management and therefore can be 

efficiently implemented at high speeds. The main objective 

of CSFQ is to achieve fair bandwidth allocation with a 

simpler and more scalable approach. Edge and core routers 

use first in first out (FIFO) queuing. Edge routers compute 

per-flow rate estimates and label the packets passing 

through them by inserting these estimates into each packet 

header. Edge and core routers estimate the fair share rate, 

and employ a probabilistic dropping algorithm that utilizes 

the information in the packet header and the fair share rate. 

There are several basic mechanisms for realizing CSFQ. 

They are flow arrival rate estimation algorithms, fair rate 

estimation algorithms, and packet dropping algorithms. 

 
Figure 1: Architecture of edge and core routers 

(Nabeshima, 2002) 

III. SIMULATION RESULT AND ANALYSIS 

The main parameters that are taken into consideration are 

packet delay fraction, Throughput and end to end delay. The 

comparative investigation on different queuing disciplines 

based on heavy congestion is evaluated. The significant 

result has been investigated for CSFQ for all the factors. It 

has been evaluated from the simulation results that the 

CSFQ receives more packets, shows minimum delay and 

maximum Throughput. Therefore CSFQ may be referred or 

recommended for heavy traffic. 
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Figure 2: Comparison analysis for RED, FRED and 

CSFQ with packet delivery Fraction. 
From Fig.2 it is clear that PDF% of CSFQ is better than 

FRED and RED. Average Packet delivery fraction of CSFQ 

is 2.42, FRED is 1.70 and RED is 1.18 is calculated for Fig. 

2 at 15 nodes. 

Figure 3:  Comparison analysis for CSFQ, FRED and 

RED with End to End Delay 

From Fig. 3 it is clear that End to End delay of CSFQ is 

maximum at time 0ms and minimum at time 6ms. Average 

End to End delay for CSFQ is 182.30, FRED is  238.21 and 

RED is 274.98 is calculated for Fig.3 at 15 nodes. 

 
 

Figure 4:  Comparison analysis for CSFQ, FRED and 

RED with Throughput. 

From Fig. 4 it is clear that throughput is high for CSFQ as 

compared to FRED and RED. 

IV. NAM (NETWORK ANIMATOR) FILES OF 

QUEUING TECHNIQUES 

 
Figure 5:  Screenshot of CSFQ NAM (Network 

Animator) 
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Figure 6:  Screenshot of FRED NAM (Network 

Animator) 

 
Figure 7:  Screenshot of RED NAM (Network Animator) 

V. CONCLUSION 

Active queue management is the widely accepted 

mechanism for managing queues in routers servicing best 

effort traffic. Implementations such as RED and FRED have 

demonstrated better performance than traditional drop tail 

mechanisms. In this thesis a new queue management scheme 

is also introduced.  

This work implements a simulation based performance 

evaluation and comparison of three queuing scheduling 

disciplines for different performance parameters. The study 

of these queuing disciplines also examined the impact of 
using RED (Random Early Drop) as compared to drop tail 

policy. The simulation results shows that CSFQ performs 

better than RED and FRED and other queuing disciplines in 

terms of packet delay fraction rate, throughput and end to 

end delay although FRED is very close to it for the 

considered traffic scenarios. CSFQ works on three 

algorithms: flow arrival rate estimation algorithm, fair rate 

estimation algorithm, packet dropping algorithm. FRED 

records per active flow management but shows longer delay 

as compared with CSFQ. CSFQ and several other 

algorithms are analyzed on wide variety of conditions. 

CSFQ achieves a significant degree of fairness in all of 

these circumstances. It is comparable or superior to FRED, 

and vastly better than the baseline cases of RED and FIFO.  
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