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Abstract: Image segmentation is the fundamental step to 

analyze images and extract data from them. It is the field widely 

researched and still offers various challenges for the researchers. 

This paper tries to put light on the basic principles on the 

methods used to segment an image. This paper concentrates on 

the idea behind the basic methods used. Image segmentation can 

be broadly be categorized as semi-interactive approach and fully 

automatic approach and the algorithms developed lies in either of 

this approaches. Image segmentation is a crucial step as it 

directly influences the overall success to understand the image. 

Keywords: Segmentation Methods, Image, Pixon, Cluster, 

Graph-cut, Hybrid Methods. 

I. INTRODUCTION 

An image is basically a two dimensional function of spatial 

coordinates, f(x, y), and amplitude of this function at a given 

coordinate gives the intensity value of the image. The image 

can be expressed as the product of functions of illumination 

and reflection. 

f(x,y) = i(x,y) . r(x,y) 

where i(x,y) is the function of intensity and r(x,y) is the 

function of reflectivity  

Digital image processing is application of various 

algorithms on the image to improve the quality of the image 

by removing noise & other unwanted pixels and also to 

obtain more information on the image.  

Among the various image processing techniques image 

segmentation is very crucial step to analyze the given image. 

This paper mainly focuses on this method, the various 

methods followed and few algorithms that are widely used. 

An attempt is made to provide the comparison on these 

methods by taking test images. The images are operated 

using MatLab software. 

II. IMAGE SEGMENTATION 

Image segmentation is a mid-level processing technique 

used to analyze the image and can be defined as a 

processing technique used to classify or cluster an image 

into several disjoint parts by grouping the pixels to form a 

region of homogeneity based on the pixel characteristics like 

gray level, color, texture, intensity and other features. The 

main purpose of the segmentation process is to get more 

information in the region of interest in an image which helps 

in annotation of the object scene.[10]. Image segmentation 

aims at domain-independent partition of the image into a set 

of visually distinct and homogeneous regions with respect to 

certain properties.[29]. The main goal of segmentation is to 

clearly differentiate the object and the background in an 

image. 
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If R represents an image, then the image segmentation is 

simply division of R into subregions R1,R2…..Rn , such that  

𝑅 =  𝑅𝑖

𝑛

𝑖=1

 

and is governed by following set of rules: 

a) Ri is a connected set, i=1,2,…..n. 

b) Ri ∩ Rj = Ø  for all i and j, i ≠ j 

c) Q(Ri) = True for i= 1,2,…n. 

d) Q(Ri U Rj) = False for adjoint regions, Ri and Rj 

Where Q(Rk) is a logical predicate[42]. The rules described 

above mentions about continuity, one-to-one relationship, 

homogeneity and non-repeatability of the pixels after 

segmentation respectively. 

There are many knowledge based approaches to segment an 

image and can be listed as  

1. Intensity based methods 

2. Discontinuity  based methods 

3. Similarity  based methods 

4. Clustering methods 

5. Graph based methods 

6. Pixon based methods 

7. Hybrid methods 

In the following sections a brief discussion is made on these 

methods to understand the principles and extract the 

attributes from the region of interest. In some literatures 

segmentation using Markov Random Field are treated as 

separate segmentation approach, but in this paper it has not 

discussed directly but have mentioned its application when 

ever required. 

III. RELATED WORKS: 

The segmentation of the image is very useful in medical 

applications to diagnose the abnormalities in the image 

[22][13], satellite imaging and in computer vision as well as 

in ANN. The criteria for segmenting the image is very hard 

to decide as it varies from image to image and also varies 

significantly on the modality used to capture the image. 

There is large amount of literature available to understand 

and analyze the segmentation techniques. 

In [1] the clustering methods have been discussed for 

medical image segmentation in particularly for MR Images 

of  brain and are successful in combining fuzzy c means and 

k-means to get novel fuzzy-k means algorithm. Few 

limitations of the obtained algorithm have been also stated. 

Hybrid technique for medical image segmentation is 

suggested in [2] and mainly works on fuzzy-c means and 

otsu‟s method after applying on vector median filter, for 

segmentation and have tried to prove the robustness of their 

method few kinds of noise have been added to image and 

have obtained satisfactory results. 

A new technique for general purpose interactive 

segmentation of N-

dimensional images using 

graph-cut method has been 

proposed by Yuri and Jolly 
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[34]. In their proposed method the user marks certain pixels 

as “object” or “background” to provide hard constraints for 

segmentation. They claim that their method gives best 

balance of boundary and region properties compared to 

other segmentation methods and also that it provides optimal 

solution for N-dimensional segmentation. 

The list of related works done in the field of image 

segmentation is very large and can hardly be mentioned. 

There are various survey and reviews [22] [27][13] done on 

these methods periodically. The following sections gives 

brief principle followed to segment images. 

 

IV. INTENSITY BASED SEGMENTATION 

One of the simplest approaches to segment an image is 

based on the intensity levels and is called as threshold based 

approach. Threshold based techniques classifies the image 

into two classes and works on the postulate that pixels 

belonging to certain range of intensity values represents one 

class and the rest of the pixels in the image represents the 

other class. Thresholding can be implemented either 

globally or locally.  Global thresholding distinguishes object 

and background pixels by comparing with threshold value 

chosen and use binary partition to segment the image. The 

pixels that pass the threshold test are considered as object 

pixel and are assigned the binary value “1” and other pixels 

are assigned binary value “0” and treated as background 

pixels. The threshold based segmentation techniques are 

inexpensive, computationally fast and can be used in real 

time applications with aid of specialized hardware  [43].  

𝑔(𝑥, 𝑦) =  
1              for i x, y ≥ t

0              for i x, y < 𝑡
   

where g(x,y) is the output image; i(x,y) is the input image 

and t is the threshold value. 

Local thresholding is also called as adaptive thresholding. In 

this technique the threshold value varies over the image 

depending on the local characteristic of the subdivided 

regions in the image. The algorithm followed for adaptive 

thresholding can be stated in general as: 

1. Divide the image into subimage. 

2. Choose a local threshold for subimage  considered. 

3. Compare the pixels in that subimage and segment the 

region. 

4. Consider all subimages individually and choose 

corresponding threshold values. 

5. Stop segmentation when all the subimages are 

processed. 

In case of global thresholding the threshold value chosen 

remains the same for the entire image and acts as a „cutoff‟ 

value.  In case of local thresholding the image is to be 

subdivided in to subimages and the threshold is to be chosen 

depending on the properties of local pixels in that subimage. 

Threshold value can be modified and are categorized as 

band thresholding, multi-thresholding and semi-

thresholding. Either the global thresholding or local 

thresholding yield the result depending on the value of 

threshold chosen. Hence the choice of threshold is crucial 

and complicated. There are several methods employed for 

detection of threshold value to name a few mean method, p-

tile- thresholding, bimodal histogram, optimal thresholding, 

multispectral thresholding, edge maximization method.[43] 

Of the available techniques for threshold based 

segmentation, threshold selection based on the histograms 

suggested by Nobuyuki Otsu in 1979 is most used with 

minor modifications.[31]. Otsu method is optimal for 

thresholding large objects from the background. This 

method provides an optimal threshold (or set of thresholds) 

selected by the discriminant criterion by maximizing the 

discriminant measure η (or the measure of separability of the 

resultant classes in gray levels).[21] 

The other approaches employed to select threshold value are 

histogram based methods, clustering based methods, mutual 

information based methods, attribute based methods and 

local adaptive segmentation based methods. The following 

results compare these techniques. 

                

 

 

 
Pros of threshold based methods: 

1. Computationally inexpensive 

2. Fast and simpler to implement 

3. Can work in real-time applications [43] 

Cons of threshold based algorithms: 

1. Neglects the spatial information of the image. 

2. Highly noise sensitive. 

3. Selection of threshold value is crucial and often 

results in over or under segmentation. 

4. May lead to pseudo edges or missing edges.[30] 

V. DISCONTINUITY BASED METHODS 

These methods are based on the principle of intensity 

variations among the pixels. If the image consists two or 

more objects boundaries exists and hence can be applied to 

segment the image. The boundaries of the objects lead to 

formation of edges. The significant abrupt changes in the 

intensity levels among neighboring pixels in certain 

direction are termed as edges and results in the discontinuity 

in the pixels. Edge detection basically involves the 

following steps: smoothing the image, edge detection and 

edge localization. [6] 

A suitable smoothing filter is applied on test image to 

remove the noise from the image to make it suitable for 

segmentation. Then the „possible‟ edges are grouped 

together to check for 

candidature and finally the 

„true‟ edges are found by 

localizing the edge 

Result of Multi-thresholding
Result of Semi-thresholding

Result of band-thresholding Result of Otsu thresholding

Original image

Result of Multi-thresholding Result of Semi-thresholding Result of band-thresholding
Result of Otsu thresholding
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„candidates‟. There are four different edge types that may be 

present in the image (a) step-edge (b) ramp edge (c) ridge 

edge and (d) ramp edge and are shown in the fig 

correspondingly.[26].  

 

 
Edges are usually found by applying masks over the image. 

The gradient or the zero crossing techniques are employed 

to find the edges in the given image. The convolution 

operation between the mask and the image determines the 

edge set for the image. 

Edge detection operators can be broadly classified into two 

categories as: First order derivative operators and Second 

order derivative operators 

A.  First order derivative operators:  

There are two methods for first order derivative edge 

detection. 1) One of the methods is evaluating the gradients 

generated along two orthogonal directions. 2) The second 

approach is utilizing a set of discrete edge templates with 

different orientations. [tzu_lee]The first derivative operator 

uses gradient method to find the edges by using the 

maximum and minimum value of the gradient. The gradient 

is a measure of change in a function. 

∇𝑓 = 𝐺 𝑓 𝑥, 𝑦  =   
𝐺𝑥

𝐺𝑦
 =

 
 
 
 
𝜕𝑓

𝜕𝑥
𝜕𝑓

𝜕𝑦 
 
 
 

 

Direction of gradient is given by 

𝛼 =  tan−1  
𝑔𝑦

𝑔𝑥

  

α is measured with respect to x axis. 

The operators used in this category are Robert‟s operator, 

Prewitt‟s operator and Sobel‟s operator. 

i. Robert’s operator: It is the simplest first derivative 

operator that can be used to find the edges in the given 

images. It finds the edges in row and columns separately and 

are put together to find the resultant edge. The masks used to 

solve the purpose along  x and y direction respectively are  

 

 

ii. Prewitt’s operator: This operator uses 3 X 3 mask to 

find the edges. The mask used along x and y direction 

correspondingly are 

 

iii. Sobel’s Operator: This is widely used first derivative 

operator to find edges and is modification of Prewitt‟s 

operator by changing the centre coefficient to „2‟.  The sobel 

operators are given as 

 

 

iv. The Frei-Chen mask: is another operator used to find 

the edges in the image and its corresponding masks are 

given as 

 
B. Second Order Derivative operators: 

These operators work on zero crossing detection of the 

second derivative of the gradient.  It detects the local 

maxima in gradient values and treats them as edges. The 

Laplacian operator is used with the second derivative 

operator. The Laplacian operator for any function f(x, y) is 

given by  

∇2=
∂2f

∂x2
+

∂2f

∂y2
 

Where  
∂2f

∂x2 = f x, y + 1 −  2f x, y +  f(x, , y − 1) 

∂2f

∂y2
= f x + 1, y −  2f x, y +  f x − 1, y  

The frequent used second derivative operators for edge 

detection are Laplacian of Gaussian (LoG) operator and 

Canny edge operator. 

i. Laplacian of Gaussian Operator: 

 The Laplacian of an image highlights regions of rapid 

intensity change. The operator normally takes a single gray 

level image as input and produces another gray level image 

as output. [raman_maini]. The kernels used for 

approximation of second derivatives Laplacian operations 

are 

-1 -1 -1 

0 0 0 

1 1 1 

-1 0 1 

-1 0 1 

-1 0 1 
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ii. Canny Edge Operator: 

Canny edge operator is considered as superior edge 

detection operator among the available operators based on 

the experimental results as it determines strong and weak 

edges in the image. Image is first smoothed by using circular 

two-dimension Gaussian function, computing the gradient of 

the result and then using the gradient magnitude and 

direction to approximate edge strength and direction at every 

point. The gradient magnitude array so obtained consists of 

undesirable ridges around local maxima and are to be 

suppressed to get discrete orientations of the edge normal by 

the process of nonmaxima suppression. Then the technique 

of double thresholding is employed to reduce false 

fragments. Two thresholds are used to solve the purpose T1 

and T2 where T2 ≈ 2T1. The following results compare the 

above said methods to segment image using edge operators 

 

.    

                 

 

             

 

Pros: 

1. Second order operators give reliable results. 

2. Useful in calculating the number of different objects 

present in the given image. 

Cons: 

1. No single operator can fit for all variety of images and 

the computational complexity increases with the size of 

operator. 

2. Many a times the edges obtained are not continuous. 

VI. REGION BASED SEGMENTATION 

This method works on the principle of homogeneity by 

considering the fact that the neighboring pixels inside a 

region possess similar characteristics and are dissimilar to 

the pixels in other regions. 

The objective of region based segmentation is to produce a 

homogeneous region which is bigger in size and results in 

very few regions in the image. The regions though treated as 

homogeneous in nature but there is provision to note any 

considerable changes in the characteristic of the neighboring 

pixels. [7].  

The simplest approach to segment image based on the 

similarity assumption is that every pixel is compared with its 

neighbor for similarity check (for gray level, texture, color, 

shape)[24]. If the result is positive, then that particular pixel 

is “added” to the pixel and a region is “grown” like-wise. 

The growing is stopped when the similarity test fails. 

Region based methods are fundamentally divided as 

1. Region growing methods 

2. Region split and merge methods 

Further there are several segment approaches based on 

regional analysis of the image proposed by [7] Similarity 

measures among the neighbors, comparing the pixel to 

original seed, comparing the pixel to neighbor in region, 

comparing the pixel to the region statistics, considering 

multiple seeds, calculating the cumulative differences and 

counter examples.  

A.  Region growing methods: 

Region growing method gives reliable output compared to 

its other counterparts. It is basically extracting a region from 

the image using some pre-defined criteria.[22]. The simplest 

procedure is to compare the candidate pixel to its neighbors 

to check the homogeneity criteria allocated to the class to 

which its neighbor belongs.  It can be further classified as 

seeded region growing method 

(SRG) and unseeded region 

growing method (UsRG). The 

main difference between SRG 

Original image

Roberts edge Sobels edge Prewittts edge

Laplacian of Gaussian edge Canny edge

Original image

Roberts edge Prewittts edge Sobels edge

Laplacian of Gaussian edge
Canny edge
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and UsRG is that SRG is semi-automatic in nature whereas 

UsRG is fully automatic in nature. [37] 

i. Seeded Region Growing method:  

It was initially proposed by Rolf Adam [25] and is found to 

be reliable since then. SRG has characteristics like 

robustness, rapidness and is also free of tuning parameters 

which makes it suitable for large range of images. In this 

approach initially the seeds are to be specified by the user. A 

seed is a test pixel with ideal characteristic that belongs to 

the region interested in and should be the part of region of 

interest. The choice of seed is very crucial since the overall 

success of the segmentation is dependent on the seed input. 

The seed set may have one or more members and is user‟s 

choice. For the given set of seeds, each step in the SRG adds 

pixels to one of the seed sets. In some approaches of SRG 

these seeds may be replaced by centroids of the segmented 

regions. The allocated pixels of same region are labeled with 

same value and other unallocated pixels with different value. 

The process is semi-automatic in nature since it depends on 

user for seed specification. 

There are several algorithms available for SRG approach. 

They all differ in the sense of adding pixels to a region 

and/or comparing the pixel with the seed. The general steps 

in SRG algorithm can be as follows: 

1. Determine seeds to start the segmentation process. 

2. Determine the criteria to grow the region. In case of 

multiple regions, clearly the characteristic of regions 

should be mentioned. So that no ambiguity exists to 

place the pixel in particular region. 

3. The candidate pixels to include in the region it should 

be 8-connected to at least` one of the pixel in the region. 

4. Cross-check is to be done to ensure all the pixels are 

tested for allocation and then label has to be given to all 

regions. 

5. If two different regions get same label then they have to 

be merged. 

The characteristics that are usually considered for the test of 

homogeneity of the region are gray level, color, texture, 

shape etc. 

ii. Unseeded Region Growing method: 

Unseeded region growing method is flexible, automatic 

segmentation approach  and is based on postulate of pixel 

similarities within regions. UsRG does not rely on tuning 

parameters and is also independent of manual inputs. This 

approach readily incorporates the high-level knowledge of 

the image and is very crucial for the choice of region 

statistics. The incorporation of basic adaptive filtering 

techniques have shown some good results in practical [37]. 

The following are general considerations: 

1. Segmentation process is initialized with region A1 

containing single pixel and eventually results in several 

regions (A1, A2, A3…..An) after the completion. 

2. Difference measure of the test pixel with the mean 

value of the region statistics considered decides the 

pixel to be allocated or unallocated to that region. 

3. If the difference value between the test pixel and the 

region statistics is less than certain threshold considered 

the pixel is allocated to that specific region, say Aj 

4. If the condition is not satisfied than the pixel considered 

should be allocated to new region, say Ai which has 

regional characteristic similar to the test pixel. 

5. If for any test pixel if the conditions for Ai and Aj are 

not satisfied then it implies that the test pixel belongs to 

a new third region and so on and so forth.  

B.  Region Split and Merge method: 

This method is the most similar method to segment the 

image based on homogeneity criteria [40]. This method 

works on the basis of quadtrees and main objective is to 

distinguish the homogeneity of the image. It initially 

considers the entire image as one single region and then 

divides the image into four quadrants based on certain pre-

defined criteria. It checks the quadrants for the same defined 

criteria and divides it further into four quadrants if the test 

result is negative and the process continues till the criteria is 

satisfied or no further division is possible. The figure given 

below illustrates the process and also the algorithm is given 

 

Algorithm: 

Let R represent the entire image region and let P be 

any predicate. 

If P(R)  == False 

Divide the image into quadrants 

If P if false for any subquadrant  

Subdivide that quadrant into 

subquadrant.. 

Stop dividing when P is true. 

Merge the regions Rj & Rk  (j ≠ k; j=1,2,3…n, 

k=1,2,3…n)               

 if P( Rj U Rk) == true  

 

   
 

    
Fig: Results of region growing algorithms for segmenting 

images. 

Pros: 

1. Gives superior results compared to other segmentation 

methods. 

2. Provides flexibility to choose between interactive and 

automatic techniques to segment the given image. 

3. Since it flows from inner point to outer region more 

likely to get clear boundary for the objects. 

4. If proper seed is selected it gives very accurate result 

than any other methods. 

Cons: 

1. Formulation of Stopping 

rule for segmentation is a 

tedious task..[43] 
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2. SRG can result in scan-order dependencies and can 

have significant impacts on small regions.  

3. A good segmentation result depends on a set of 

“correct” choice for the seeds and can lead to erroneous 

segmentation results if user specifies a noisy seed. 

4. The seed selection process in itself requires manual 

interventions, and is error-prone.  

The following table gives a comparison of the segmentation 

methods discussed. The parameters considered for the 

comparison are random in nature to aid the comparison 

between the approaches used. The corresponding entries are 

based on the observation of the result images shown above 

in discussion. 

 

Parameter 
Threshold Based 

Segmentation 

Edge Based 

Segmentation 

Region Based 

Segmentation 

Nature of the Output Image Black-White Black-White Black-White 

Spatial Information Neglected Neglected Considered 

Region-Continuity Moderate Moderate High 

Computation Complexity Less Moderate High 

Speed Fast Moderate Slow 

Noise Immunity Less Less Less 

Detection of Multiple objects Poor Poor Moderate 

Automaticity 
Interactive (Semi 

Automatic) 
Interactive 

Interactive (Semi 

Automatic) 

Accuracy Moderate Moderate Good 

VII. CLUSTERING BASED METHODS 

Clustering a process of organizing the groups based on its 

attributes. [santhanu&viki]. The objective of clustering 

techniques is to identify bunch in data.  A cluster usually 

contains a group of similar pixels that belongs to a specific 

region and different from other regions. The term data 

clustering as synonyms like cluster analysis, automatic 

classification, numerical taxonomy, botrology and 

typological analysis [Soni madhulatha]. Images can be 

grouped based on its content. In content based clustering, 

grouping is done depending on the inherited characteristics 

of the pixels like shape, texture etc. 

There are various clustering techniques employed, the most 

widely used are K-means algorithm and fuzzy C-means 

algorithm. The Clustering methods are usually divided as  

hierachical algorithms and partitional algorithms. 

A. Agglomerative clustering:  

This is a hierarchical approach and starts grouping by 

calling each data  

point a separate cluster, and then merges the appropriate 

clusters into single clusters. The key step for hierarchical 

algorithms is to compute the distance. This process can be 

schematized using dendograms. The result of this method is 

that it results in several partitions. The dissimilarity matrix is 

used to decide which clusters are to be merged; the smallest 

entry gives the data points that are least dissimilar and hence 

are the most likely candidates to be merged. 

Algorithm: Agglomerative Hierarchical clustering[9] 

1. Select the biggest similarity value from the input 

similarity matrix and its session is Si,Sj and combine 

and form its composition Si,j. 

2.  Form a matrix with Si,j. 

3. Find the cell value of matrix as  Similarity(Si,j, Sk) = 

min { similarity (Si,Sk), Similarity(Sj,Sk)} 

4. Repeat step 2 until single cluster in matrix cell. 

B. Partitional clustering:  

These algorithms works by specifying the number of groups 

initially and converging them iteratively.The partitional 

clustering divides the data points into clusters such that the 

total distance of data points to their respective cluster 

centers is minimal. An algorithm to achieve this is called 

Kmeans clustering. The partitional clustering results in one 

single partition of the image. 

i. K-means algorithm This algorithm clusters the point 

nearest to the centroid. The centroid is basically the 

average of all the points in that cluster and has coordinate 

as the arithmetic mean over all points in the cluster, 

separately for each dimension. 

 

 

Algorithm: K-means clustering  [8] 

1. Select the number of desired clusters k. Arbitrarily place 

the k cluster centers at different initial  locations in the 

image.  

2. Assign each data point to the cluster whose center is 

closest. 

3. Recompute the cluster centers; the cluster center should 

be at the average coordinates (center of gravity) of the 

data points that make up the cluster. 

4.  Go to step 2 until no more changes occur or a 

maximum number of iterations is reached. 

This algorithm minimizes the total distance of data points to 

the cluster center, of the cluster they are assigned to. Also it 

does not require the actual computation of distances. A 

drawback of k-means algorithm is that the number of 

desired clusters needs to be set before. Although hierarchical 

methods can be more accurate, partitional methods are used 

in applications involving large data sets (related with 

images) due to the fact the construction of a dendrogram is 

computationally prohibitive.[4]. In hierarchal method if once 

the merge/split is done, it can never be undone. This rigidity 

can be limitation in some case and can be useful in other as 

it leads to smaller computation costs by not worrying about 

a combinatorial number of different choices[soni 

madhulatha]. 

 

ii. Fuzzy C-Means [FCM] Algorithm: 
In this algorithm the test pixel is allowed to be member of 

two or more clusters with different membership coefficient. 

FCM algorithm is iterative in nature and generates fuzzy 

partition matrix and also requires cluster centre along with 

objective function. The values for cluster centre and 

objective function are updated for every single iteration and 

are stopped when the 

difference between two 

successive object function 

values is less than some 
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predefined threshold value. The objective function and the 

algorithm are as given below [33][Chaur] 

𝐽𝐹𝐶𝑀 =     𝑣𝑖𝑘  
𝑞

𝑐

𝑖=1

𝑛

𝑘=1
𝑑2(𝑥𝑘 , 𝑣𝑖) 

Where x={x1,x2,x3,……….,xn}⊆ R; dataset 

 n= number of data items 

 c= number of clusters; 2 ≤ c < n 

 𝑣𝑖𝑘  = degree of membership of xk in i
th 

 cluster 

 q= weighting exponent of each fuzzy member 

 𝑣𝑖= prototype of center cluster i 

 𝑑2(𝑥𝑘 , 𝑣𝑖) = distance between object 𝑥𝑘  and cluster 

center 𝑣𝑖  

 

Algorithm: 

1. Assign the values for c, q and threshold value 𝜖. Also 

initialize the partition matrix U = [𝑣𝑖𝑘 ]. 

2. Initialize the cluster centers and a counter p. 

3. Calculate the membership values and store in an array. 

4. For each iteration calculate the parameters 𝑎𝑖
𝑝
and  𝑏𝑖

𝑝
till 

all pixels are processed where 

𝑎𝑖
𝑝

=   𝑎𝑖
𝑝

+ 𝑣𝑖𝑥𝑘  

𝑏𝑖
𝑝

=   𝑏𝑖
𝑝

+  𝑣𝑖  

5. After each iteration update cluster centre and compare it 

with the previous value (𝑈𝑏 − 𝑈𝑏−1) 

6. If the difference of comparison is less than the defined 

threshold value stop iteration else repeat the procedure. 

The hybrid of the k-means algorithm and fuzzy c-means 

algorithm also exists and is called as fuzzy k-c means 

algorithm and it resembles fuzzy c-means algorithm in most 

situations but with improved efficiency. The comparison 

between these algorithms is given in [1]. Clustering 

algorithms use many different features of images like 

brightness (pixel intensity) and geometric information (pixel 

location), though an algorithm‟s effectiveness is very 

dependent on the type of object and the feature used. This 

raises ambiguity among the choice of features to obtain 

better results for given image and hence limit the 

generalization of a clustering algorithm.  

VIII. HYBRID METHODS 

Hybrid methods combine one or more of the basic 

segmentation methods.  These algorithms inherit the good 

quality of several approaches and gives better performance 

compared to its parent approach. The combination of 

threshold based and clustering methods [2]  are used in 

medical image segmentations along with the region-edge 

based approaches[35], region –deformable models [Fresno 

et al], region-edge-based with morphological watershed 

[15]. Hybrid methods rely on morphological operations 

performed on images. The widely used techniques are 

watershed segmentation, variable-order surface fitting and 

active contour methods.  

A watershed region is defined as the region over which all 

points flow “downhill” to a common point.  

The watershed algorithm uses concepts from edge detection 

and mathematical morphology to partition images into 

homogeneous regions [22] and is applied to the gradient 

magnitude of the image. The gradient image can be 

considered as topography with boundaries between regions 

as ridges. This method produces closed boundaries when 

transition between regions is of variable strength or 

sharpness.  

Let M1, M2, …, MR sets denoting the coordinates in the 

regional minima of an image 

g(x, y), where g(x, y) is the pixel value of coordinate (x, y). 

Denote C(Mi) as the coordinates 

in the catchment basin associated with regional minimum 

Mi. Finally, let T[n] be the set of coordinates (s, t) for which 

g(s, t) < n and show as 

T[n]= {(s ,t) | g(s, t) < n} 

Then the process of watershed algorithm is discussed as 

below [42][35]. 

Step1: 

The boundary values of the pixels of g(x,y) is to be found 

and the minimum value is to be assigned to Mi. Start 

flooding by initializing n=min+1 (min corresponds to the 

minimum boundary value). 

 

Let Cn(Mi) as the coordinates in the catchment basin 

associated with minimum Mi that are flooded at stage n. 

Step2.  

Compute Cn(Mi) = C(Mi) ∩T[n] 

 

Cn(Mi) =   
1       𝑓𝑜𝑟  𝑥, 𝑦 ∈ 𝐶 𝑀𝑖 𝑎𝑛𝑑 𝑡𝑜 𝑇[𝑛]

0                                             𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
  

 

Then let C[n] denote the union of the flooded catchment 

basins at stage n: 

C[n] =  Cn(Mi)

𝑅

𝑖=1

 

Set n = n + 1. 

 

Step3. Derive the set of connected components in T[n] 

denoting as Q. For each connected component  

q ∈Q[n], there are three conditions: 

a. If 𝑞 ∩ 𝐶 𝑛 − 1 is empty, connected component q is 

incorporated into C[n - 1] to form C[n] because it 

represents a new minimum is encountered. 

b. If 𝑞 ∩ 𝐶 𝑛 − 1  contains one connected component 

of C[n - 1], connected component q is incorporated into 

C[n - 1] to form C[n] because it means q lies within the 

catchment basin of some regional minimum. 

c. If 𝑞 ∩ 𝐶 𝑛 − 1  contains more than one connected 

component of C[n- 1], it represents all or    part of a 

ridge separating two or more catchment basins is 

encountered so that we have to find the points of 

ridge(s) and set them as “dam”. 

Step4. Construct C[n] using the values obtained for Cn(Mi) 

and c[n]  

Set n = n + 1. 

Step5. Repeat Step 3 and 4 until n reaches max + 1. 

Cons: 

 The method suffers from over-segmentation, i.e. the image 

is segmented into an unnecessarily large number of regions. 

So watershed algorithms usually followed by a post-

processing step to merge separate regions that belong to the 

same. [22]  

Watershed algorithm gives a connected edge component at 

the cost of computational time.  

Watershed algorithm encounters difficulties with images in 

which regions are both noisy and have blurred or indistinct 

boundaries. 
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The variable-order surface fitting method starts with a 

coarse segmentation of the image into several primitives, 

which are refined by iterative region growing procedure.  

Active contour models are based on gradient information 

along the boundary between regions, but they are useful 

only when a good initial estimate is present. 

IX. GRAPH BASED METHODS 

Graph based methods for image segmentation has several 

good features in practical applications. It explicitly 

organizes the image elements into mathematically sound 

structures, and makes the formulation of the problem more 

flexible and the computation more efficient.[40].  

Let G = (V, E) be a graph where V ={ v1 ,..., vn } is a set of 

vertices corresponding to the image elements, which might 

represent pixels or regions in the Euclidean space. E is a set 

of edges connecting certain pairs of neighboring vertices. 

Each edge (vi,vj)∈E has a corresponding weight w(vi,vj) 

which measures a certain quantity based on the property 

between the two vertices connected by that edge. In the case 

of image segmentation, the elements in V are pixels and the 

weight of an edge is some measure of the dissimilarity 

between the two pixels connected by that edge (e.g., the 

difference in intensity, color, motion, location or some other 

local attribute).[pedro & daniel] 

An image can be partitioned into mutually exclusive 

components, such that each component A is a connected 

graph G = (V, E), where V′⊆ V, E′⊆ E and E' contains only 

edges built from the nodes of V'. In other words, nonempty 

sets A1, …, Ak form a partition of the graph G if Ai∩Aj =φ 

(i,j∈ {1, 2, …, k}, i≠j) and A1∪…∪Ak=G.  

The graph based methods are categorized into five classes : 

the minimal spanning tree based methods, graph cut based 

methods with cost functions, graph cut based methods on 

Markov random field models, the shortest path based 

methods and the other methods that do not belong to any of 

these classes.[40] 

Among the available techniques graph cut methods are 

widely used and was initially proposed by yuri and 

marie[34]. Using the definition of graph theory, the degree 

of dissimilarity between two components can be computed 

in the form of a graph cut. Graph cut formalism is well 

suited for segmentation of images. [34]. A cut is a subset of 

edges by which the graph G will be partitioned into two 

disjoint sets A and B and the cut value is usually defined as: 

𝑐𝑢𝑡  𝐴, 𝐵 =  𝑤(𝑢, 𝑣)

𝑢 ∈𝐴,𝑣 ∈ 𝐵

 

where u and v refer to the vertices in the two different 

components. 

The cost function is defined in terms of boundary and region 

properties of the segments. These properties can be viewed 

as soft constraints for segmentation. 

    
  

Image courtesy [34] 

Consider an image as shown in the above fig 1(a). Using the 

object and background seeds create a graph with two 

terminals as shown in 1(b) and by using the edge weights, 

boundary terms of cost function and positions of seeds in the 

image separate two terminals by computing optimal 

minimum cut 1(c). This cut would give the segmentation 

result as shown in 1(d). 

There are various other methods that are used to obtain 

desired image segmentation using the graph theory. A 

detailed survey on graph based techniques is done by ping 

et.al [40] and the reader can refer for more detailed 

information. 

The advantage of the segmentation using a graph based 

approach is that it might require no discretization by virtue 

of purely combinatorial operators and thus incur no 

discretization errors. 

 

X. PIXON BASED METHOD: 

 

The pixon method is a nonlinear image reconstruction 

method that has decision levels as pixons instead of pixels. 

This method increases linear spatial resolution by few factor 

and sensitivity by the order of magnitude. [puetter]. This 

was introduced by  pina & puetter in 1993. Another 

advantage of pixon based method is computational fastness 

compared to other methods. There are various ways to select 

pixons locally convolving the kernel with the pseudo image, 

using anisotrophic diffusion equations and combining with 

Markov Random Fields [Yang & Jiang]Fast Quad Tree 

Combination algorithm can be used to get good pixon 

representation and can be combined with MRF model [Lei 

Lin et al], another method can be wavelet thresholding is 

used as preprocessing step by Hassanpour et al and then 

proper pixon representation is extracted using suitable 

algorithm and finally segmented using Fuzzy-C Means 

algorithm[Hassanpour et al]. Pixon based methods can be 

classified as Traditional Pixon Based method, MRF model 

Pixon Based method and Wavelet threshold Pixon Based 

methods. 

Traditional Pixon Based method is simple to approach and 

has only two steps of forming pixons and segmenting the 

image. Forming the pixon in this method has three steps: (i) 

achieve a pseudo image with same resolution as the 

observed image (ii) filter  using anisotrophic diffusion filter 

to achieve pixons (iii) use hierarchical clustering algorithms 

to extract pixons. 

After extracting the pixons, pixon-based image model is 

represented by a graph structure and the segmentation 

problem is transformed into problem of labeling pixons. In 

this method the final segmented image is obtained by 

combining the pixons until the given end condition 

occurs.[Hassanpour et al] 

In MPB model the image is first represented as pixon-based 

model. The pixons are combined to their attributes and 

adjacencies (pixons and edges). Using this pixon 

representation a MRF model is presented to segment the 

images. Bayesian framework is to be done to segment the 

image. A FQTC algorithm can be used to extract good pixon 

representation. 

In WPB method, wavelet thresholding is done on the image 

to reduce unnecessary details in the image, as a result the 

number of pixons also reduces to make performance faster. 

Then the image is considered as pixonal model and then 

segmented using fuzzy c-means clustering algorithm. 
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XI. DISCUSSIONS 

Image segmentation is a process of dividing an image into 

its constituent homogeneous regions to extract data from the 

attributes of the image. As a result, a good segmentation 

should result in regions in which the image elements should 

have uniform properties in terms of brightness, color or 

texture etc. Though the image is to be portioned into 

regions, the considerable changes within the regions should 

be observable visually. The measurement of quality of 

segmentation is that the elements of the same region should 

be similar and should have clear difference between 

elements of the other regions. 

The segmentation process can be divided into various 

category based on the parameter selected for segmentation 

like pixel intensity, homogeneity, discontinuity, cluster data, 

topology etc. Each approach has its own advantages and 

disadvantages. The result obtained using one approach may 

not be the same as compared with other approach. Methods 

that are specialized to particular applications can often 

achieve better performance and this selection of an 

appropriate approach to a segmentation problem can be a 

difficult dilemma. 

Basically the segmentation can be semi-interactive or fully 

automatic. The algorithms developed for segmentation lies 

in either of this category.  With the major difficulty of ill-

posed nature of segmentation it is hard to obtain single 

answer for segmentation of given image as the interpretation 

varies from individual approaches. In some cases manual 

interaction to segment the image may be error-prone (for 

example, in case of seed selection) while the fully automated 

approach can give error output (for example in case of 

watershed segmentation)and in some cases interactive 

methods can be laborious and time consuming. So a single 

approach to segment all variety of images may be practical 

unachievable. The prior knowledge on the image can give 

better results and gives user the choice to decide proper 

method to segment the image. 

REFERENCES 

1. Ajala Funmilola A , Oke O.A, Adedeji T.O, Alade O.M, Adewusi 
E.A. “Fuzzy k-c-means Clustering Algorithm for Medical Image 

Segmentation” Journal of Information Engineering and Applications 

ISSN 2224-5782 Vol 2, No.6, 2012 
2. Alamgir Nyma,  Myeongsu Kang, Yung-Keun Kwon, Cheol-Hong 

Kim, and Jong-Myon Kim “A Hybrid Technique forMedical Image 

Segmentation” Article ID 830252,Journal of Biomedicine and 
Biotechnology Hindawi Publishing Corporation Volume 2012. 

3. Ali, Ameer; Karmakar, Gour C. and Dooley, Laurence S. “ Fuzzy 

Image Segmentation using Suppressed Fuzzy C-Means Clustering 
(SFCM)”,  International Conference on Computer and Information 

Technology, December 2004. 

4. Arnau Oliver, Xavier Mu˜noz, Joan Batlle, Llu´ıs Pacheco, and Jordi 
Freixenet, “Improving Clustering Algorithms for Image Segmentation 

using Contour andRegion Information”, IEEE transactions, 2006. 

5. Yuri Boykov and Gareth Funka-Lea, “Graph Cuts and Efficient N-D 
Image Segmentation”, International Journal of Computer Vision 

70(2), page no.  109–131, 2006. 

6. Ravi S and A M Khan, “Operators Used in Edge Detection: A Case 
Study”, International Journal of Applied Engineering Research, ISSN 

0973-4562 vol. 7 No 11, 2012. 

7. Bryan S. Morse, Lecture 18: Segmentation (Region Based), Brigham 
Young University, 1998. 

8. http://www.cs.uu.nl/docs/vakken/ibv/reader/chapter10.pdf 

9. Dr.K.Duraiswamy and V. Valli Mayil “Similarity Matrix Based 
Session Clustering by Sequence Alignment Using Dynamic 

Programming” , Computer and Information Science journal, Vol 1, 

No.3, August 2008. 
10. Dr. (Mrs.) G.Padmavathi, Dr.(Mrs.) P.Subashini and Mrs.A.Sumi 

“Empirical Evaluation of Suitable Segmentation Algorithms for IR 

Images”, IJCSI International Journal of Computer Science Issues, 
Vol. 7, Issue 4, No 2, July 2010. 

11. Jun Zhang and Jinglu Hu “Image Segmentation Based on 2D Otsu 
Method with Histogram Analysis”International Conference on 

Computer Science and Software Engineering, IEEE 2008. 

12. Jos B.T.M. Roerdink and Arnold Meijster The Watershed Transform: 
De_nitions, Algorithms and Parallelization Strategies Fundamenta 

Informaticae 41, page no. 187-228 IOS Press, 2001. 

13. Dr.S.V.Kasmir Raja,  A.Shaik Abdul Khadir And Dr.S.S.Riaz 
Ahamed, “MOVING TOWARD REGION-BASED IMAGE 

SEGMENTATION TECHNIQUES: A STUDY”, Journal of 

Theoretical and Applied Information Technology. 
14. S. A. Hojjatoleslami and J. Kittler, “Region Growing: A New 

Approach”, IEEE Transactions on Image Processing, Vol. 7, No. 7, 

July 1998. 
15. Kostas Haris, Serafim N. Efstratiadis, Nicos Maglaveras, and Aggelos 

K. Katsaggelos, “Hybrid Image Segmentation Using Watersheds and 

Fast Region Merging”, IEEE Transactions on Image Processing, Vol. 
7, No. 12, December 1998. 

16. Lamia Jaafar Belaid and Walid Mourou,  “IMAGE 

SEGMENTATION: A WATERSHED TRANSFORMATION 
ALGORITHM”, Image Anal Stereol 28 page no. 93-102 2009; 

17. Matthew Marsh, “A Literature Review of Image Segmentation 

Techniques and Matting for the Purpose of Implementing “Grab-Cut”. 
18. D. Muhammad Noorul Mubarak, M. Mohamed Sathik, S.Zulaikha 

Beevi and K.Revathy, “A HYBRID REGION GROWING 

ALGORITHM FOR MEDICAL IMAGE SEGMENTATION”, 

International Journal of Computer Science & Information Technology 

(IJCSIT) Vol 4, No 3, June 2012. 

19. Nalina.P, Muthukannan.K “Survey on Image Segmentation Using 
Graph Based Methods”, International Journal of Soft Computing and 

Engineering (IJSCE) ISSN: 2231-2307, Volume-2, Issue-6, January 

2013. 
20. Nassir Salman, “Image Segmentation Based on Watershed and Edge 

Detection Techniques”, The International Arab Journal of Information 

Technology, Vol. 3, No. 2, April 2006. 
21. Nobuyuki Otsu,  “A Threshold Selection Method From Gray-Level 

Histograms”, IEEE Transactions on Systems, Man, And Cybernetics, 

Vol. Smc-9, No. 1, January 1979. 
22. Dzung L. Pham, Chenyang Xu, and Jerry L. Prince, 

“CURRENTMETHODS INMEDICAL IMAGE SEGMENTATION”, 
Annu. Rev. Biomed. Eng. 2000. Vol. 02 page no. 315–37. 

23.  Pinaki Pratim Acharjya  and  Dibyendu Ghoshal  “A Modified 

Watershed Segmentation Algorithm using Distances Transform for 
Image Segmentation”, International Journal of Computer Applications 

Volume 52– No.12, August 2012. 

24. H.S.Prasantha ,Dr.Shashidhara.H.L, Dr.K.N.B.Murthy and Madhavi 
Lata.G , “MEDICAL IMAGE SEGMENTATION”, (IJCSE) 

International Journal on Computer Science and Engineering Vol. 02, 

No. 04, 2010. 
25. Rolf Adams and Leanne Bischof, “Seeded Region  Growing”, IEEE 

Transactions on Pattern Analysis and Machine Intelligence, Vol.16, 

No. 6, June 1994. 
26. N. Senthilkumaran and R. Rajesh, “Edge Detection Techniques for 

Image Segmentation – A Survey of Soft Computing Approaches”,  

International Journal of Recent Trends in Engineering, Vol. 1, No. 2, 
May 2009. 

27. Nikhil R Pal and Sankar K Pal, “ A Review on Image Segmentation 

Techniques”, Pattern Recognition, Vol 26, No. 29, 1993. 
28. Shilpa Kamdi and R.K.Krishna, “ Image Segmentation and Region 

Growing Algorithm”, International Journal of Computer Technology 

and Electronics Engineering (IJCTEE) Volume 2, Issue 1.  
29. X. Munoz, J. Freixenet, X. Cuf_ı, J. Mart, “Strategies for image 

segmentation combining region and boundary information”, Pattern 

Recognition Letters 24, page no 375–392, 2003. 
30. Tranos Zuva, Oludayo O. Olugbara, Sunday O. Ojo and Seleman M. 

Ngwira “Image Segmentation, Available Techniques, Developments 

and Open Issues”, Canadian Journal on Image Processing and 
Computer Vision Vol. 2, No. 3, March 2011. 

31. WANG Hongzhi and DONG Ying, “An Improved Image 

Segmentation Algorithm Based on Otsu Method”, International 
Symposium on Photoelectronic Detection and Imaging 2007: Related 

Technologies and Applications, Vol. 6625,  2008. 

32. Jingdong Wang,”Graph Based Image Segmentation” A Thesis August 
2007. 

33. Yong Yang, “Image Segmentation By Fuzzy C-Means Clustering 

Algorithm With A Novel Penalty Term”, Computing And 
Informatics, Vol. 26,  17–31, 2007. 

 

 
 

 

 
 

http://www.cs.uu.nl/docs/vakken/ibv/reader/chapter10.pdf


Image Segmentation Methods: A Comparative Study 

93 

Published By: 
Blue EYES Intelligence Engineering 

& Sciences Publication  

Retrieval Number: D1760093413/2013©BEIESP 

34. Yuri Y. Boykov and Marie-Pierre Jolly, “Interactive Graph Cuts For 
Optimal Boundary & Region Segmentation Of Objects In N-D 

Images”, Proceedings Of “Internation Conference On Computer 

Vision”, Vancouver, Canada, Vol.I, P.105, July 2001. 
35. Yu-Hsiang Wang, “Tutorial: Image Segmentation”, National Taiwan 

University, Taipei, Taiwan, ROC. 

36. Jianping Fan , Guihua Zeng, Mathurin Body and Mohand-Said Hacid,  
“Seeded region growing: an extensive and comparative study”, 

Pattern Recognition Letters 26,  1139–1156, 2005. 

37. Zheng Lin, Jesse Jin and Hugues Talbot, “Unseeded region growing 
for 3D image segmentation” 

38. S.Beucher, “The Watershed Transformation applied to Image 

Segmentation” 
39. Hua Li, Abderrahim Elmoataz,  Jaral Fadili and Su Ruan,  “An 

improved image segmentation approach based on level set and 

mathematical morphology”. 
40. Bo Peng, Lei Zhang, and David Zhang,  “A Survey of Graph 

Theoretical Approaches to Image Segmentation”. 

41. X. Cufi, X. Munoz, J. Freixenet and J. Marzi, “ A Review  on Image 
Segmentation Techniques Integrating Region and Boundary 

Information”, 2001. 

42. R.C. Gonzalez and R.E. Woods, “Digital Image Processing”, third 
edition, PHI publication, 2008. 

43. S. Nagabhushana, “Computer Vision and Image Processing”, New Age 

International Publishers, 2005. 


