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Abstract— RSS technology is to find similarity in thagticles to
provide better services to user. The research isigmn to find

out semantic similarity in articles to reduce sangpe of articles
read by user. Objective of RSS is to deliver contghich is latest
and consist of most relevant information to the usélere, the
research focus is to find out the suitable distanoethod that can
be use to check similarity in the articles. Hierdrical clustering

is one of the best methods to cluster the articldsch are similar
on some parameter various methods are used in H@i@ichical

clustering). Which method is best suitable to finde semantic
similarity, similarity is the focus area of this peer. We have
collected various articles from many news channel wigds for a
category (terrorist) by observing the articles. Tyi keywords are
selected for the implementation for the proposedheique and
comparison. We perform similarity checking on vatis numbers
of articles like 18, 16, 12, 10, 9, and 6. Afterlaalating the

distance the cityblock distance method gives thetlresult. For
this research work article from last one decade §202013) has
been selected.

Keywords: Really Simple Syndication (RSS), Hiefacal
Clustering.

[ INTRODUCTION

RSS means really simple syndication, Rich Site Sargm

Usually, the merges and splits are determined grezdy
manner. The hierarchical clustering’s results agaegally
represented in a dendrogram. The tree- based (olgnaain)
structure of Hierarchal clustering shows in Figlire
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Figure 2.1 Dendrogram (Tree based structure)

RSS is a technique for delivering regularly chaggimeb
content. Many news related sites, weblogs and aihine
publishers syndicate their content as an RSS feed t
whoever wants it. A user always requires up-to datgtent
from online sources. The content is not alwayss&attory

and RDF (Resource Description Framework) Site Surpma for the user as it does not provide the specifforimation

In fact all the above techniques indicate the strokniques
of syndication. Nowadays, RSS techniques are agiyaly
used in the field of online channels, wiki and ldody the
using of RSS export techniques, users of the wibcsin
subscribe to the news and not equal to quickly inbth
information. To collect and classify the informatio
provided by the RSS is also a very extremely irstimg
work. In the current “Information Age”, internetfefts our
daily lives; we (people) use it as a tool to cohtzach other.
Now a numerous organizations making use of it fopsu
information both genera as well as sensitive infatian like
credit card information, financial information et the
users as well as in using mobile devices. RSS tan ke
used to distribute the latest information over theual
space (Internet]7], [17]. Hierarchical Clustering is also
known as hierarchical cluster analysis or HCA. dta
method for analyzing clusters so that it buildSexdrchy of
clusters. Hierarchical clustering are generallyvad types:-
e Bottom up Approach: This is also known as
"Agglomerative".
start in their own cluster and then pair of clusteuld

In this, Each observation would the

required by user. It is tedious task for commornr useget
the desirable information from vast Internet. Te@ome
this type of problem, the user needed RSS techgdiog
ease of access. RSS gives the updated online iafanmto
the user. Problem in the research, RSS technoboty find
similarity in the articles to provide better seegcto user.
The research is going on to find out semantic sirtjf in
articles to reduce same type of articles read bgr.us
Objective of RSS is to deliver content which issktand
consist of most relevant information to the useerd{ the
research focus is to finding suitable distance wthat can
be use to check similarity in the articles. Hiehical
clustering is one of the best methods to clusteraticles
which are similar on some parameter various mettasds
used in HC (hierarchical clustering). Which methsdest
suitable to find the semantic similarity, similgrits the
focus area of this paper. We have collected varaotisles
from many news channel websites for a categoryatist)
by observing the articles. Thirty keywords are ckelé for
implementation for the proposed technique and
comparison. We perform similarity checking on vasgo

be merged as one observation will move up in theumbers of articles like 18, 16, 12, 10, 9, and 6.

hierarchy

e Top down Approach: This is also known as

In the Matlab results are observed and show that
cityblock method under the Hierarchical cluster{intfC) is

"Divisive" approach: In this, all observations start inSUitab|e method to flndlng similarity of articlesrf RSS

one cluster, and splits are performed recursivelgre
moves down the hierarchy.
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feed. Cityblock method worked on frequency of wotds
calculate distance between articles. Cityblockhimvang the
results(c) in 0.9410, 0.9429, 0.9650, 0.9671, 069@nd
0.9760. c is named as cophenetic correlation aeffi.

Science and! NESe values are more closer to 1 i.e cityblockgihe best

results for finding similarity in articles than ethdistance
method. Hierarchical clustering is applied on nbauicles
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collect the RSS data and then apply the hierarthicActually broadcaster applies some policies torfittee data
clustering. Here, five distance method take toudate the to pass on the information data through channedscients
distance like Euclidean, cityblock, jaccard, chdisc and get the data as per their subscription [5]. As pekade
minkowski. Getahun Taddesse et al [6], by combining relatesirailar
The hierarchical clustering method will alwaysmbine in some manner RSS news coming from one or differen
two most similar groups into a single group andstarct a sources & providers, benefits and uses with differe
new hierarchical structure. Apphierarchical clusteringo  backgrounds. In this paper, author takes the protdad
matrix and get the Dendrogram. This Dendrogramahnadty analyse the connectedness between RSS elementbgon
graph is constructed recursively. The contents dnatclose basis of this analysis author come out with thetrsagable
to each other are joined early and the nodes tnag imore relation between any two elements & provides thmeso
difference are joined late. In this method a neustdr is predefined mergingperators & adapted according to the

created by combining two close clusters. This pscehuman needs. According to Fekade Getahun et aR8S

C?”"““?S until there is _°”'¥ one cluster. Usuaty call ',t query algebra improved in the direction of better news
h|erarch|c.al cluster and it will give a dendrograrhe basic administration. Existing XML query algebras are
steps a.\re. _ _ misappropriated due to the following reasons: RSS
Step 1 Cpmputmg all distances between all cleste.r document is text leaded and content dependencyooding
Step 2:Finding out the closest clusters and formangew & authentication of author thus there is a needpsdrators

cluster;. . _ named semantic-aware. (2) Dynamic & time retriewl
Step 3: Repeating step 1 and step 2 until only dnster new items. (3) Overlapping of new & existing nedwough
exists.

Di . lculated : . hod I,krelationship identification. So the aim is to dédwp the
|§tance IS calcu ate. using various ~methodse li concerns/problem by delivering a dedicated RSSbaige
Euclidean Distance, Cityblock, Jaccard, Chebyche

; o i ) 1EDYCNEYased on semantic-aware operators which are capdble
Minkowski d|stan<;e. Th_ere is much confuspn whisthie considering RSS characteristics. The applicatioaciis
b(_ast for calculan_ng _dls_tance between articles RES. domain is provided by operators and could be varied
D|star_1ce calculation is Important element for RSebdr depending on the p of the consumers. Facilitatedhision
technique. We have taken realistic articles from kews

ch | like: Aaitak ABP and ; der thee of set of queries and equivalence rules for over
annel like: Aajtax, and so on for under tiee o simplification & optimization. User could developSB
category terrorist. The program in Java is madedont

uery by using operator help of the EasyRSS-Manpfjer
frequency of frequent words used in the articleat tis guery by g op P y o

By W Lei et al [8], distributed algomitlof dat
needed in HC. A set of thirty words has been prexbday y Wang Lei et al [8], a a new distributed alg a'a

b : listi icles. Vari di sches h compression from using hierarchical cluster modet f
observing realistic articles. Various distance meghes has o <o- networks is proposed, the elementary ideasyb
been applied on a matrix of thirty words using Mbathnd

| dd E . in Matlab sh (a)Sensor network mapped into hierarchical clustedel.
resu ts are note down. XPe”'.“em n atlab shelves (b)Used of various wavelet transform models foradat
cityblock distance in calculation in HC given thesbresult

find milarity b icles for RSS B compression in inner and super clusters. (c) Thepeoative
to find out similarity between articles for ee irregularity of sensor nodes set up & installed siaper

cluster.
. LITRATURE REVIEW By Peilin Shi [9], [10], a rough variable hashavior to
There are two techniques exist first one is BRulecond group the gained fuzzy web access patterns. This

Push as shown in figure 2.1 as per Manfred Haulswirtcharacteristic of rough variable is used by rougméans
Mostly server client communication for distributedclustering algorithm. According the paper, measheeuser
information system and browser uses request-remigein interest by their visited web pages and time spemeach.
for communication. In Request- Reply Model clieeahds a This time is termed as fuzzy linguistic variablesd aveb
request to the server to pull the information, wHih push, access pattern from web logs is changed to as fusty
client are registered with server for certain typé access pattern. Fuzzy web access pattern is a fuepr
information and server broadcasts the informatienegated containing fuzzy linguistic variables or Gerver service

at regular interval to concerned clients [5]. topic feed (right) as easily as normal RSS newsf¢kdt).
Markus M. Breunig et al. [11], proposed an iligeint
_ compression technique and cluster only the compdedata
P . Hequest > — records. Such compressed data records can be pabdhyc
<:I the BIRCH algorithm. Typically they consist of the
\ J sufficient statistics of the formN\( X, X2) whereN is the

number of pointsX is the (vector-) sum, an¥2 is the
square sum of the points. They can be used dirextpeed
up k-means type of clustering algorithms, but it is not
<E obvious how to use them in a hierarchical clusterin
algorithm 1-Ching Hsu [12], proposed Personalized Web
Feeds Framework (PWFF) that is used to develop an
<,E Ontology-based Personalized Web Feed Platform (OPWF
The rapid development of the social Web has resuhe
Figure 2.1 RSS Techniques[5] diverse Web 2.0 applications for a(_:cessing _variWnsb
feeds such as Weblogs, news headlines, businedsiqiso

: Subscribe =

Recerve

Client

ucture

| Unsubscribe
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real time information and Podcasts. Due to the pmss

Web feeds available on the Internet, a major chgéeis

how to access them efficiently. Conventional methaod

manually finding and matching keyword for Web feeds

time-consuming and inaccurate. It addresses thiseidy

defining a Personalized Web Feeds Framework (PViGiF)
integrating ontology technologies into Web feedd aser

profiles. The proposed OPWFP is provides customiXeth

feeds for personnel needs.

By Petros Belimpasakis et al. [13], the existoantent
sharing paradigms along with some advanced sharseg
cases that are not feasible with the existing teldgies. For
satisfying these use cases, we propose a new syh&m
allows content sharing in a totally user-centric nmer,
meaning that users can select the people they wwastiare
their content with and just let the system handléha lower
level device, network bearer and content
technologies, which best fit each sharing occasibine
system feasibility is proved in two dimensionsstly by a
technical prototype implementation in a
environment, and secondly via usability studieshwibn-
expert users, for gathering their input and feellat the
interface and preferred interaction with such desyis

By Wen hu et al. [14], data clustering and apialy
techniques are studied by using hierarchical dlge
method. A matrix of words is constructed with adamly
chosen RSS list. By collecting data from this éistatrix is
built. In the matrix each row corresponds to acktiand

each column represents a word. Based on the matrix

hierarchical clustering algorithm is designed. Ihist
algorithm the Pearson correlation coefficient issdisto

compute the distances among different contents. The

dendrogram is used to describe the hierarchicatiogiship
of contents and words. And the 2-D graph also edu®
represent the dendrogram in another format.

1. PROPOSED METHODS

First we selected 18 articles and then we seteut
category which is “Terrorist”. In this we select&d articles
that are selected from different news channel. Vilgeh
developed a program to count the frequency of woftie
program automatically counts frequency of wordsthe
articles.
“Terrorist”. After calculating frequency of worddjstances
between words are calculated using various methbd
hierarchical clustering for finding similarity beden
articles. We have selected one category “terrorist.

Steps of Word Count Program

In this, steps describe the process of the progoaoount

the frequency of words & steps are following:

STEP 1: Read the name of the .txt files havingdbrents
of articles stored in the folder named RSS.

STEP 2: The space separated list of the wordmteearch

need to specify in the command line.

STEP 3: In the very first row we just write thetlisf
searching words read from the command line.

STEP 4: Then pick the .txt file (Articles) one biyeo

STEP 5: Start reading the file word by word usioggd

(for).
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STEP 6: If read word is exists in the list of sédmg words
list, we increase the counter for that word.
STEP 7: And continue the above step (step-6)itdleénd of
file.
STEP 8: Print the counts for each searching wordttat
file (or article) in the next row.
STEP 9: Now pick another file and repeated thessfegm
step-5 to step-8 in the loop.
STEP 10: Do the same for all the .txt files in R®S folder.
In this, first select a category of terroristidake realistic
articles from the news channels. And then make @ixnaf
words and articles; now apply HC for calculatingtdice
by using different distance methods like ED, CibdH,
Jaccard, and so on. We get the dendrogram andutpatc.
c is the cophenetic correlation coefficient.
The closer the value of the cophenetic cormfati

transfeefficient is to 1, the more accurately the cliste

solution reflects the data. User can use the caghen
correlation coefficient to compare the results hfstering

laboratorghe same data set using different distance calonlat

methods or clustering algorithms to get the besults.
Figure 4.4 shows the steps of implementation [[5].

Enter the Input Matrix X

A 4
pdist(X)

Y

Dendrogram (2)

v
C=cophenet (Z,Y)

o Figure 4.1 The Five Steps of Implementation

Figure 4.1 showing the sequence of implementation

like: First we enter the matrix ‘X’ where ‘X’ is@atrix with

two or more rows. The rows represent observatitins,
columns represent categories or dimensions andnxaige

up of 18/16/12/10/9/6 articles and 30 words. Thea w
calculate the pdist means pairwise distance betwaén of
articles. Linkage’s function is; Agglomerative hierarchical
cluster tree. After applying linkage function welotdate
Cophenetic correlation coefficient (c). Finally demity in
articles is found by using HC for RSS feed.

V. EXPERIMENT

In this section first we collect RSS contekelil8, 16, 12,
10, 9 and 6 articles for implementation. And then

formulation of matrix on the basis frequency of d&r
methiad find

Application of various hierarchical distance
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out similarities among articles. Here we choosey ane
category that is “Terrorist” under thirty words. @psis of
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result to find out efficiency of the applied methddble 4.1

TABLE 4.1 Comparisons between Different no

shows the best suitable method for finding sintyaaimong
articles is cityblock.

. of Articlesby Using Different Distance M ethod

Methods/Articles | 18 Articles | 16 Articles | 12 Articles | 10 Articles 9 Articles 6 Articles
Euclidean 0.9225 0.9255 0.9498 0.9544 0.965% 0.967
Cityblock 0.9410 0.9429 0.9650 0.9671 0.9726 0.9760

Jaccard 0.7974 0.8323 0.9225 0.9444 0.9513 0.816
Chebychev 0.9027 0.9045 0.9315 0.9451 0.9458 0.948
Minkowski 0.9255 0.9255 0.9498 0.9544 0.9655 0.9674

Table 4.1 shows that Cityblock distance method gjittee best results in all cases (18, 16, 12, 18n®6), because it is
closer to 1 means it gives the best result.

V. CONCLUSION

In this paperwe have shown that cityblock of Hierarchical
clustering is suitable to find out similarity bewvearticles.
RSS works on similarity of content to deliver bpsssible -
content to users. We have experiment our proposstiad

on various articles likel8, 16, 12, 10, 9, and 6. The
experiments have been performed on Matlab. It shibat
cityblock is best method to find out the similarttgtween
articles. We have started the experiment initiflm six
words and continuously increasing the words fortdpet
experiments. Finally we are able to finalize the \8@rds
under the category “Terrorist”. The reaserch wookifded
with 30 words & one contextual category “terroristhe
research work can be further extended for more mgéui
words. It may include many categories like politics
customer survey, historical data, news on curregtiriology
etc. or future experiments.
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