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Abstract—In this work, the reservoir water level haseen
predicted using one of the soft computing technigueamed
Artificial Neural Network. The reservoir water levesiinfluenced

This paper proceeds in following manner. In sectiand
section lll, the motivation behind doing this wdiks been
discussed and from that objectives are determiffdu:
methodology used in this paper is Artificial NeuRatwork,

by many parameters. Among which the most influencingyhich s reviewed in section IV along with review Back

parameters have been considered here: amount ofnfil,

temperature and evaporation. For this analysis, tlmeservoir
made on Shetrunji River Dam in Dhari, Amreli distif, Gujarat,
India has been chosen as it was overflown seven s$inimelast ten
years. This shows the importance of water level pcéidn at this
particular reservoir. The Neural Network is trainedsing the past
data collected and further used to predict water devfor the
unknown data. The approach of the multiple regressits also
shown for its comparison with the Soft computing appch.

Propagation algorithm. In next section V, the ekpental
work and results are explained. Section IV conduthe
paper with remarks on future work.

II.  MOTIVATION

Predicting the water level appropriately, at theergoir,
results in better management of water resourcesd€hision

Computations and experimental works were done byof opening the gates of the dam, taken by theisitharge

programming in software MATLAB. Such modeling is uséffor
planning and decision making of opening gates foeservoir
operation particularly during monsoon and water seity.

Index Terms—Soft Computing, Artificial Neural Netwér
Regression, Back Propagation Algorithm, Reservoir watevel
Prediction

[. INTRODUCTION

A dam is a barrier constructed across a river pataral
stream to create a pond like structure at the hcthis
barrier for impounding water or to facilitate diggm of
water from the river or to retain debris flowing time river
along with water. This pond like physical structtegulating
the water at the downstream of a dam is called seiReir,
which helps in modifying uneven distribution of watThe
appropriate knowledge of water level at the resemesults
in better management of water resources. Fluctuatb
water level is a function of various hydro-meteogital
parameters like rain fall, temperature changesdvgipeed,
humidity variation, sunshine hour etc.

Out of these parameters, the most influencing patars
on water level are temperature, evaporation and fali
[1].Rain fall is basic input to the hydrological atg for
tropical country like India. It is the only inputhich usually
occurs in monsoon period. Evaporation and tempesatte
interrelated. Here, temperature is taken to stigleffect as

one meteorological climate parameter on water IevéJ
variation. Whereas evaporation is considered tadystu
integrated effect of various climate parameters sknshine,

wind speed, relative humidity etc.
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officer, is crucial one as it affects public safeand
emergency response. Further release of wateréqulémned
purpose also causes some amount of water storsg@/tich
results in water level fluctuations. In flood sitioa, this
becomes very important decision. The decision dépem
the water level. So prediction of water level ie ieservoir
under various circumstances is an important task.

To do so, researchers have used different techsitijke
regression, time series analysis and Statisticdhoaks [1].

When the relationship between parameters is random,

classical techniques fails. It does not accurapegdict the
water level for the variations in parameters dusdasonal
variations. Soft computing techniques started béegm
famous in the modern times for various other apgbns.
These techniques handles randomness and variatibager
way compared to classical methods. Hence Engiremas
Scientists have started drawing their attentionatols Soft
computing techniques like Artificial Neural Netwatk-uzzy
Logic, Genetic algorithms, etc. to establish compénd
random relationships between parameters.

lll.  OBJECTIVE

Our objective is to establish relationship betwdkese
parameters and from the network that predicts tiemwevel
in the reservoir. The area under study is a degrsdilated at
Shetrunji River in Dhari, Amreli district, Gujardhdia. The

emperature; which are most influencing paramefers
change in water level of the reservétast year data of these
four parameters, taken at dam site, is availabls tohich are
useful to establish relationship between them. dygroach
of Soft computing technique i.e. Artificial Neufdetwork is
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IV.  ARTIFICIAL NEURAL NETWORK AND BACK
PROPAGATION ALGORITHM

A. Atrtificial Neural Network

Neural network is a study which is motivated by iaenan
brain. It is a massively parallel distributed pres@ made up
of simple processing units that has a naturaltgl§dr storing

only two layers: Input Layer and Output layer. dtdalled
multi-layerif there are one or more hidden layeesween
input layer and output layer. In feed-forward netiyahe
input layer directly projects onto output layemafurons and
not vice versa, but in feed-backwardor recurrentvaeks,
the outputs are fed back to inputs. Artificial reduretworks
are widely used in problems involving classificatio

Experimental knowledge and making it available fofynction approximation, clustering and pattern gegtion

further use. Here, knowledge is a stored infornmatiomodel
used by a person or a machine to interpret, preafict

[2](3]-

appropriately respond to outside world. Knowledge i B- Multi-layer Feed-Forward Neural Networks:

acquired by the network from its environment thioube
process called learning. The synaptic weights, ktace
inter-neuron connection strengths, are used toe stbe
acquired knowledge [2].

The process of acquiring knowledge is done by iegrn
algorithms, which is most important property of reu
network. Learning algorithm consists of modifyingnaptic
weights of neural network, in order to obtain dedidesign

The single-layer neural networks like Perceptrons a
LMS algorithms are limited to classification of darly
separable patterns. To overcome practical limitetiof such
single-layer network, A multi-layer feed-forward umel
networks are used. The non-linear, differentialdvation
function, hidden layers and high degree of conmiygti
makes a multi-layer network more complex and enable
solve many practical problems [4].

objective. The type of learning process used in our The multi-layer feed-forward neural network is e by

application is a supervised learning which requithe
availability of target or desired response forrisalization of
specific input-output mapping by minimizing a cstction
of interest [3].

The most fundamental unit of neural network is ezll
Neuron, which is information processing unit. A rabof

neuron is as shown in Fig. 1. It consists of nesm?'rs,

synapsewkj's, adderX and an activation functiog .
McCulloch and Pitts outlined this model of elemeynta
computing units in 1943. It is known as McCullochPitts
Neuron Model [2].
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Fig. 1: McCulloch — PittsNeuron Model [2]

In Fig. 1,

X1, X3, X3, ..., Xpare inputs,

W1, Wiz, - , Wrmare Synaptic weights,

¢is an activation function,

viisdefined as

Vi = Uy + by,

Whereuy, is a linear combiner output i.8, = Y7L, wy;x;
and b, is a bias,

SV = Nimo Wijxj With xo = 1 andwy, = by,

viis the output signal, given by, = ¢(uy + by).

Various Activation functions are used. They repnéseitput
of neuron. Most commonly used activation functicare
threshold functions (Heaviside) and Sigmoidal fiorntd.
The network architecture is said to be single-ldyieras
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a Back Propagation Algorithm, which consists of phases:
Forward Phase and Backward Phase. In forward pliase,
input signal propagates through network from infayter
towards output layer, layer by layer. The synapgights are
fixed prior to the forward propagation. At outpatér, the
output of network is compared with desired respamsih
gives an error signal. The error signal back prapegfrom
output layer to the input layer, layer by layemsitaneously
adjusting the synaptic weights by minimizing erfbhis idea
revolutionized the study of neural networks in ngifiQ’s.
The Back Propagation Algorithm was introduced by
Rumelhart & McClelland in 1986, which is a
computationally efficient method for training muikiyer
feed-forward networks [2][5]. The general multiday
feed-forward network is shown in the Fig. 2.
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Fig. 2: A Multi-layer feed-forward network
C. Back Propagation Algorithm:

Let(a?(n),cf(n))be training pairs which consists of input
signal vector¥(n) applied to the input layer & desired

response (desire output) vectifin) presented at the output
layer.The input signal induces local fields in netkvwhich
propagates forward layer by layer. The induced lloca

field v].(l)(n) for the j™ neuron in I*" layer is
v =Y w0y ) )
i

hereyi(l_l)(n) is the output signal oft" neuron in the
previous layer i.el — 1, atnthiteration,wj(il)(n)is synaptic
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weight betweerit" neuron of layet andi‘® neuron of layer ~ D. Levenberg Marquardt Back Propagation Algorithm

I — 1 atn*"iteration. The supervised learning of multi-layer feed-forward
i=0 giveSyél_l)(n) =+1 andwj((f)(n) = bj(” (n)which is network is a kind of numerical optimization problefrhe
biased applied " neuron in layet. The output signal of ©rror obtained at output layer between desiredoresp and
jt" neuron in layet, after being applied a non-linear,”etworf output response is a pop-llnear functiorwefght
differential activation functionp (like sigmoidal and Vectorw. This error is to be minimized [2].

hyperbolic tan) is, In Back Propagatf_)n(AI)gorithrrl,(w)eight change isegivby
O ) wn) = -ng(n
P =; (v m) @) OE, ()

)

I = 1 refers to the first hidden layer. Fo= 0,y;” = x;(n) i.e. AW(n) = —n

= 8
o . A W 5w @
is j** element LOf the input vectat(n). | = L refers to the  Herefg,  is error averaged over all the training samples.
output Iayer,yj( ) = 0;(n) is j** element of the output vector Equation (8) gives only first order information aib¢he error

4(n) of the network. surface. This results in slow rate of convergenSe.
The error signal at output layer is defined as considering the second order information, equa@)man be
ej(n) = d;j(n) — 0;(n) (3) Wwritten as . ) .
whered,(n) is the j** element of the desired response . AW =H()g@) €)
N HereH™1(n) is the inverse of the Hessian
vectod (n). 92E. (i)
The local gradients of the network are defined as Hn) = —=— (10)
dE(n) ow W=w(n)
§;(n) = av;(n) Q) Equation (9) is further modified with Levenberg Maardt

WhereE(n) = ¥jc(e?(n)/2) is the total error of whole method. This method compromises between

network. Here sef includes all the neurons in the outputl' Newton S methquhmh converges rapidly near a local or
global minimum but they may diverge.

layer. y )
Using (3) and (4) and after simplifying partial ivatives, the 2. Gradient descent methpdhich assures the convergence
local gradients of the network are obtained. depending on suitable step size, but converge glowl

For the j** neuron in the I* hidden layer, According to Levenberg Marquardt method, the weight

5j(z) (n) = @] (Uj(l) (n)) Z 5;El+1) (n) W;S-H) (n) (5) change in the multilayer feed-forward network igegi by

a AW = [H + A"t § (11)
For thejt* neuron in the output layer , _HeLe isl is the identity Irna}tr.ix having samegrde;;agnq
1 L@ is the step size or regularizing parameter. Eqn is
51'( ') = ¢l (9] (vi( )(n)) (©) modificatior? of (9) V\?hich reguplics in fasterq and teet
herep]’-(-) is the differentiation of activation function with convergence of multi-layer feed-forward Back Pragtimn
respect to the argument. algorithm [2].
Using these gradients, the synaptic weights ohttevork Thus weight updation is considered as an optinupati
are adjusted iteratively using problem in terms of error minimization, in whichiglets can

W]_(i’) n+1) = Wj(il) (n) +a [ij(il) (n— 1)] + ngj(’)yi(l—l)(n) (7) be updated using (11) which implements Levenberg
Marquardt method and as a result it gives bettavexmence

The choice of learning ratedepends on learning problem of Back Propagation algorithm.

and it is chosen experimentally, usually withingamf10~3
to 10. The momentum facteris chosen between 0.1 and
0.8,0ne can chogke< |a| < 1 [4].

Back Propagation Algorithm is an iterative procedu8o As discussed in section Ill, the objective is tdaedmine
above calculations (1) to (7) are iteratively céted. The water level (in m) in Shetrunji Reservoir built &hetrunji
new weights, obtained using (7) for a one pat@raused for River using Dam in Dhari, Amreli District, Gujardtdia.
new pattern in next epoch. So Weights are adjuspedh by For this, three factors are considered i.e. avei@gperature
epoch and iteration by iteration such that it gimsimum  of the day {C), daily rain fall (in mm) and daily evaporation

error between desired outpiitand calculated outpdiat the  (in mm).The past data for these three factors aluitly data
output layer of the network. The process is comtihtill the  Of daily water level is available to us for the y22001-2010
desired stopping criterion is met. The Back Profiaga for the area under consideration. The water legelgfven
Algorithm is considered to have converged when th¢alues of temperature, evaporation and rain faltoisbe
Euclidean norm of the gradient vector reaches ficiiitly ~ Predicted. Two mathematical approaches have been
small gradient threshold. Also if the rate of charig the considered to fulfill this objective i.e. multiptegression and
average squared error per epoch is sufficientlylisrtiee  SOft computing. For the multiple regression, theregel
training process is stopped [2]. equat|0_n satisfying given data Wlth_ minimum errend be
According to the Universal approximation theorem, &etermined. For the soft computing approach, a &leur
single hidden layer is sufficient for a multilayeetwork to Network is to be constructed which acquires givetadn
compute uniform approximation to a given trainingt s f€rms of knowledge by training. The experimentalkvior
represented by set of inputs and desired outpig][Bhe both approaches in done in MATLAB software. o
above equations are used to train the network ilmMX8. It For the multiple regression approach, an inbuilt
uses trainlm() as a training function which follows funtion regress() is used and for the soft computing
improved version of Back Propagation Algorithm whis approach, — an  inbuilt  function newff() .The
based on Levenberg Marquardt method [7]. functionregress() takes input as given data and from that it

V. EXPERIMENTAL WORK AND RESULT :
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determines an equation fitting the data giving munin error. In the above plot, the dotted line representsadhgets, the
Here three parameters rainfall, temperature angaration solid blue colored line represents the best fadinregression
are taken as inputs to determine regression edquafibe line between outputs and targets. The value of Rris
newf f () function takes inputs, desired outputs, number dfidication of the relationship between outputs tardets. If
hidden layers and number of hidden neurons as aguamd R=1, this indicates that there is an exact linedaitionship
using this it constructs a network with random vaésg between outputs and targets. If R is close to zbem there is
Rainfall, temperature and evaporation are usedmgs and no linear relationship between outputs and targets.
water level is used as desired output. Three hiddgers For this particular result, the training data isidoding a
were considered having 20 neurons each. The trapfithe good fit. The value of R=0.9967, being very muchme 1,
created network is done using functiomin(). Levenberg is also supporting the conclusion.

Marquardt Back Propagation and equations described

section IV are implemented here. The weights ajastet VI. CONCLUSION AND FUTURE WORK

such that there is a good correspondence betwgefsiand  \ye haye predicted the water level of the resetioilt on
desired outputs. After training the network, usigction — ghetrynii river using dam in Dhari, Amreli districBujarat,
sim() of MATLAB, the trained network is used to predict|nqia. The approaches of multiple regression anét so
the water level from the unknown values of par@m®t o mputing i.e. Artificial Neural Network are uséthe data
In the multiple regression approach, the regressiqf yarious parameters like amount of rainfall, temsture
equation was obtained gs=—0.0078x, +1.8380x; —  4nd evaporation of ten years for the given dam mite
3.1703x;. Herex,is daily rain fall,x, is daily average considered. The Neural Network is trained using KBac
temperaturex;is daily evaporation andis the predicted prgpagation Algorithm. The trained network is fertused
water level in the reservoir. Using this equatithie, average 15 predict water level for the unknown data. It@cluded
error between actual data and regressed datadsla®d, that the approach of soft computing is better cargéo the
which is of the ordet0'. The higher order of error is myltiple regression approach since the error betvestual
expected due to randomness in data due to seasof@la and predicted data is less using Artificialufdé
variations. To overcome this issue, Soft compuéipgroach Network. Such modeling is useful for dam operatortake
was consideredin this approach, the trained network isgecision for opening gate in critical situationelikood for
obtained which is shown in the Fig. 3.t gives erm the water release.
order 0~*. In future, this work can be extended to include enor
B e number of influencing parameters to make networfoliow
NSl T SO O more realistic situations. The network can givedrebutput
e if the data for more number of years is considef@ther
Artificial Neural Network techniques can be used fois
work like Radial Basis Function Networks, Suppogctor

Trainin o Leverbera-Marquardt (|

Bt NSl ' Machines, Extreme Learning Machines etc, which us o

= — future work.
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