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Abstract A comparative study based on producing two 

intelligence systems applied to PM10 prediction was presented in 

this work. Adaptive Network –based Fuzzy Inference System 

(ANFIS) used in build a system has three weather elements as 

input variables (Wind Speed, Wind Direction and Temperature) 

and the PM10 as output variable for PM10 nowcast model. 

Another technique used ANFIS in prediction of chaotic time 

series to get 6 hours forecast for PM10 from the present data. For 

developing the models, thirteen years hourly data for Mansoria 

station coordinates 29° 300′ 0″ N, 45° 45′ 0″ E from 1995to 2007 

has been used.  Different models employing a different training 

and testing data sets had been studied. The criteria of 

performance evaluation are calculated for estimating and 

comparing the performances of the two techniques.  The results 

show that the two presented models success tools in PM10 

prediction with acceptable root mean square error (RMSE); the 

model built on using ANFIS for chaotic time series prediction 

has smaller error compared with the adaptive network fuzzy 

inference system.  

Keywords: Air quality, artificial intelligence, pollution, 

ANFIS, soft computing  

I. INTRODUCTION 

   Many studies about health effects of particulate matter 

were recently published, since long exposure to PM10 

(particles) with diameter smaller than 10 mm) causes 

respiratory and cardiovascular diseases [1], [2]. Neural 

computing can model air pollution with more advantages 

compared with ordinary statistical methods because air 

dynamics comprise: multiple seasonality and long memory 

[3], [4]. Use flexible neural tree give good result in Time-

series forecasting [5]. An integrated artificial neural network 

model can forecast the maxima of 24 h average of PM10 

concentrations [6]. The neural networks can use to develop a 

mathematical model for predicting daily concentrations of 

air pollution caused by the traffic in urban areas with high 

performance [7].  Two environmental prediction systems for 

two types of applications; one in the area of environmental 

protection for air pollution prediction and the other in the 

area of hydrology for flood prediction [8].   An intelligent 

rule based fuzzy system can use to predict rainfall events 

[9]. In this study, we propose a hybrid intelligent approach 

(ANFIS) for predicting PM10   concentration. In a hybrid 

intelligent approach,  
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   Not only combine the learning capabilities of a neural 

network but also incorporate reasoning by using fuzzy 

inference with supervised learning capability, Thereby 

enhancing the capability of the system for prediction, as 

compared to using a single methodology alone. Previous 

studies have shown that ANFIS is a better predictor for a 

chaotic time series as compared to using a single technique 

like neural network [10]. Moreover, nonlinearity, 

uncertainty and complexity are the three predominant 

characteristics of PM10 phenomena which cause the process 

challenge for scientific evaluation. Our models merge both 

the fuzzy set and neural network theories in order to 

improve the objectiveness and to produce Now casting 

models for predicting air pollutant concentrations which 

frequently used in the “what-if” scenarios. These types of 

hypothetical scenarios can be help in justifying the benefits 

by reducing the concentrations of the targeted ambient air 

pollutants  

II. METHODS 

Roger Jang 1993, suggested Adaptive Neuro Fuzzy 

Inference system (ANFIS). It can serve as a basis for 

constructing a set of fuzzy ‘if-then’ rules with appropriate 

membership functions to get the stipulated input-output 

pairs. Here, the membership functions are tuned to the input-

output data and excellent results are obtained [11]. 

    In the ANFIS, input series are converted to fuzzy inputs 

by constructing membership functions for each input. The 

membership function pattern used for the input series is of 

the Trinangular shape. The fuzzy inputs with their 

associated membership functions form the inputs to the 

neural network. These fuzzy inputs are processed through a 

network of transfer functions at the nodes of different layers 

of the network to obtain fuzzy outputs with linear 

membership functions that are combined to give a single 

output [12]. Principally, ANFIS is about taking an initial 

fuzzy inference (FIS) system and adjust it with a back 

propagation algorithm based on the pairs of input-output 

data. The basic structure of a fuzzy inference system 

consists of three components: A rule base, which contains a 

selection of fuzzy rules; a database, which defines the 

membership functions used in the fuzzy rules; and an 

inference mechanism, which performs the inference 

procedure upon the rules and the given facts to derive a 

proper output or conclusion. In ANFIS, neural networks 

recognize patterns that help adaptation to environments. 

Fuzzy inference systems incorporate human expertise 

knowledge and perform interfacing and decision-making. 

    These intelligent systems adapt themselves and learn to 

do better in changing 

environments. Figure 1 show 

the basic ANFIS architecture 
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Fig.1. Basic ANFIS Architecture 

III. EXPERIMENTS  

A. ANFIS as Now casting model for PM10 prediction. 

We used Neuro-fuzzy  to build the model depend on thirteen 

years data divided into training, checking and testing data 

sets. First step is handling the data to be normalized between 

0 and 1 (Pejman Tahmasebi, Ardeshir Hezarkhani, 2010) i.e. 

[0  1],  by using the following formula: 

 

      
      

         
                (1) 

Where x is the data which should be normalized, the      

and     are maximum and minimum of the original data 

respectively and      is the normalized data after 

calculated. 

    Since Normalization, is reasonable for many practical 

problems, variables have different importance and make 

different contributions to the output(s). Such a method can 

be used for feature selection, or for reducing the size of 

input vectors through keeping the most important variables 

[13]. This is especially applicable to a neural networks or 

neuro- fuzzy models [14]. The dataset is then partitioned 

into a training set and a checking set. 

     The function exhsrch= exhsrch(1, trn_data, chk_data, 

input_name); performs an  elaborate search within the 

available inputs to select from them the most   influence the 

PM10 concentration. The first parameter to the function 

specifies the number of input combinations to tri during the 

search, exhsrch builds an ANFIS model for each 

combination and trains it for one epoch and reports the 

performance achieved.  The most important weather 

parameters we got are: wind speed, wind direction and 

temperature, selected as three inputs with PM10 as single 

output for the system as in the figure 2. 

 
Fig.2. ANFIS system based on the Takagi–Sugeno 

inference 

The process of edit the ANFIS by loading training and 

checking data sets then generate FIS (Fuzzy Inference 

System ) assign three triangular membership functions to 

each input parameter. The triangular curve is a function of a 

vector, x, and depends on three scalar parameters a, b, and c, 

as given by 

           

        
   

   
 
   

   
                  (2) 

The surface viewer shows the relationship between the 

inputs and the output which clearly manifest that the 

concentration of the PM10 increase with increasing the 

temperature and wind speed concurrence with the northerly 

wind direction as in figure 3. 

 

Fig.3. FIS surface viewer wind direction and wind speed 

with the PM10 

A. The model results and validation 

After determination the ANFIS structure the parameters 

associated with the membership functions adjusted through 

the learning process. The computation of these parameters is 

facilitated by a gradient vector. This vector gives a measure 

of how well the fuzzy inference system is modeling the 

input/output data to provide a set of parameters. When the 

gradient vector is obtained, several optimization routines can 

be applied in order to adjust the parameters to reduce the 

error measure. This error measure is usually defined by the 

covariance between actual and desired outputs. ANFIS uses 

a hybrid learning algorithm consisting of backpropagation 

and least-squares estimation. A common problem in ANFIS 

model building is the so-called “over fitting”, which occurs 

when we fit the fuzzy system to the training data so well that 

it no longer does a very good job of fitting the checking 

data. The result is a loss of generality. However, optimal 

number of epochs can only be found through experiments 

[15].To find the optimal number of epochs to our 

experiment, the error curve is plotted. We found that the 

Root Mean Squared Error (RMSE) decrease till reached 

training epoch equals to twenty.   

B.  Performance Evaluation 

 Evaluate the performance of the system has been done by 

two methods, first calculate the ANFIS root mean square 

error and then compare it against the linear regression root 

mean square error. 

 RMSE (Root Mean Square 

Error) is used, 
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 This defined as:       
 

 
         

  
   (3) 

Where N is the total number of prediction,    is the predicted 

output and   is the observed data. 

C. Liner Regression  

The ANFIS prediction can be compared against a linear 

regression model by comparing their respective RMSE 

(Root mean square) values against checking data.  

Regression analysis is used to predict the value of one 

variable on the basis of other variables; here linear 

regression is used to predict the PM10 concentration on the 

basis of wind speed, wind direction and temperature. The 

ANFIS information is given in the table 1show that RMSE 

against checking data: ANFIS: 0.115 against Linear 

Regressions RMSE: 0.417ANFIS model outperforms the 

linear regression model. 

Table 1. Final ANFIS information for the first model. 

 

 

 

 

 

 

 

 

 

 

 

D. The Model Testing 

To test the model we used two days data which unseeded 

during the training process, the result we obtained can 

present in the figure 4and 5, they show a very good 

forecasting capability.  

 

Fig.4. FIS evaluation for test data day 1. 

 

Fig.5. FIS evaluation for test data day 2  

E. Chaotic Time Series Prediction (model 2) 

Time series is widely observed in many aspects of our lives. 

The prediction of future values based on past or/and present 

information therefore is very useful. Many useful methods 

in time series prediction have been established. Daily 

temperature, stock market and so forth are examples of time 

series. Basically, there are two main goals in time series 

analysis: First, identifying the nature of the phenomenon 

represented by the sequence of observations and secondly 

prediction future values [16] .To forecast future of PM10 

based on its characteristics, Chaotic Time Series can be 

used. In the last two decades, chaotic time series analysis 

has attracted a lot of research attention. The interests of 

these researches have been lately focused on the techniques 

of chaotic time series modeling and on prediction of future 

time series values Chaotic behavior can be described as 

bounded fluctuations of the output of a non-linear system 

which is very sensitive to initial conditions [17], [18]. 

    One of the mathematical descriptions of chaotic behavior 

is the delay differential equations (DDEs). A time-dependent 

solution of a system of DDE is not only determined by its 

initial state at a given moment; but also the solution profile 

on an interval with length equal to the maximal delay has to 

be given. That is, we need to define an infinite dimensional 

set of initial conditions between t=- and t=0. So, DDEs are 

infinite-dimensional problem, even if we have only a single 

DDE. One of the most commonly used DDE is the Mackey-

Glass model [19] which was proposed as a model for the 

production of white blood cells but now is quite frequently 

used in other time series domains [20].  

The model built on the following equation:  

  

  
    

  

      
        (4) 

Where A,  and n are parameters. For  >17, this equation is 

known to exhibit chaos. 

     In this experiment we select the observed PM10 data for 

year (2003) from our data, filter successive 1200 hourly 

data, 700 records for training and 500 one for check the 

validation of the model. 

    In time series prediction the past values of PM10 up to 

time‘t’ are used to predict the 

value at some point in the 

future ‘ t + p ’. The standard 

method for this type of 

Number of Nodes: 78 

Number of linear parameters 27 

Number of nonlinear parameters 27 

Total number of parameters 54 

Number of training data pairs 63557 

Number of checking data pairs 15404 

Number of fuzzy rules: 27 

Training RMSE 0.07 

Checking error 0.115 

Linear regression RMSE 0.417 
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prediction is to create a mapping from D points of the time 

series spaced ‘Δ’ apart; that is [x(t-(D-1)Δ]….x(t-Δ),x(t) to 

predict a future value x(t + p) , where D = 4 and 

Δ = p = 6 are used. The number of times the entire data set is 

used to check and validate the prediction is called the epoch 

number. ANFIS is used for the entire process of training and 

evaluation of FIS . 

    The first step of model building is to construct a set of 

initial membership by ANFIS which uses a hybrid learning 

algorithm to identify parameters of Sugeno type fuzzy 

inference mechanism, whose output MFs are only linear or 

constant [21]. 

    ANFIS can serve as a basis for constructing a set of fuzzy 

if-then rules with appropriate membership functions to 

generate the stipulated input-output pairs. Once the initial 

MFs are found, it improve them through training. The most 

important advantage of using ANFIS is that all its 

parameters can be trained like a neural network, but with 

reasoning in a fuzzy logic system [22]. ANFIS applied a 

combination of the least-squares method and the back-

propagation gradient descent method for training. In this 

study, we use GENFIS1, a commonly used function, to 

generate an initial single-output FIS matrix from training 

data. This FIS is used to provide initial conditions for 

ANFIS training. We find that MFs number “3” and 

membership function type “gbellmf” (generalized bell MFs) 

are the appropriate for used after  testing many other types 

of membership functions with number varies from 2 to four. 

The bell membership function has some advantages such as 

being a little more flexible than the Gaussian membership 

functions. Therefore the parameters of network would be 

more adjusted by using the bell membership function [23]. 

   The generalized bell function depends on three parameters 

a, b, and c as given by 

 

          
       

     (5) 

F. Performance Evaluation 

RMSE (Root Mean Square Error) is used to evaluate the 

performance of the model. Figure 6 shows the original time 

series (dotted blue) and the one predicted by ANFIS (solid 

green).  

 

Fig. 6. ANFIS PM10 time series prediction. 

 

The figure shows clearly that the model has very good 

prediction ability and RMSE of the model is 0.073. ANFIS 

information can be summarized in table 2 

Table 2. Final ANFIS information for model 2. 

Number of nodes: 405 

Number of linear parameters 27 

Number of nonlinear parameters 36 

Total number of parameters 441 

Number of training data pairs 500 

Number of checking data pairs 500 

Number of fuzzy rules: 81 

Training RMSE 0.112 

Checking error 0.072 

G.  ANFIS against Auto regression (AR) 

In order to forecast the future values of a time series, a wide 

spectrum of methods is available. The traditional method of 

predicting time series data is auto regression method (AR), 

which expresses the current value of a time series by a finite 

linear aggregate of previous values. The definition the AR is 

as follows: 

       

 

   

                                  

 

 

Where ai are the auto regression coefficients, Xt is the series 

under investigation, and N is the order. The noise term or 

residual  , is almost always assumed to be Gaussian white 

noise.  

The aim of AR analysis is to integrate the best values for ai 

for a   given a series X (t). These methods assume that the 

series X (t) is linear and stationary. This may be quite 

advantageous in certain situations, particularly when it is 

difficult to identify the main components in a series and to 

construct suitable models for them. However, the very 

flexibility of AR is also its disadvantage. Unless one has 

some experience in time series analysis, such models may 

not yield sensible forecasts. The main problem of AR is that 

it performs piece-wise linear approximation, and it is 

difficult to model “volatile” time series. Such a model is 

likely to break down when it is used for forecasting.. To 

compare the performance, a model using the traditional 

autoregressive method is also built with the same data set. In 

this case, the autoregressive equation is as follows: 
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After we program the autoregressive model the function 

(vgxdisp) can be used to Display multivariate time series 

parameters and standard errors in different formats after 

built our AR time series the following are the resulted 

regression coefficients are reported in the  

table 3 From results in table 3 we can see that all parameters 

obtained are insignificant. This shows the problem of AR 

method: it is difficult to deal with the non-probabilistic type 

uncertainties in time-series data. Therefore, in this case it is 

meaningless to compare RMSE of the model built with the 

traditional autoregressive method and that of our model. 

Nevertheless, it shows that the dynamic adaptive neuron-

fuzzy logic system proposed in Pm10 prediction is more 

powerful and flexible in pattern recognition when time-

series data are used. 

Table 3 Regression Coefficients 

Parameter Value Std. Error t-Statistic 

a(1) 0.493374 0.009816 50.2612 

a(2) -0.58989 0.081595 -7.2295 

AR(1)(1,1) 1.50361 0.017052 88.1806 

(1,2) -0.0139 0.002355 -5.90215 

(2,1) 0.39209 0.141747 2.76612 

(2,2) 0.778644 0.019573 39.7819 

AR(2)(1,1) -0.50332 0.032671 -15.4056 

(1,2) 0.010961 0.003011 3.63987 

(2,1) -0.3727 0.271608 -1.37219 

(2,2) 0.009429 0.02503 0.376714 

AR(3)(1,1) 0.000143 0.031179 0.004589 

(1,2) 2.00E-05 0.003019 0.006617 

(2,1) -0.00181 0.259198 -0.00697 

(2,2) -0.03029 0.025094 -1.20706 

AR(4)(1,1) -0.00044 0.013974 -0.03119 

(1,2) -7.29E-05 0.00237 -0.03075 

(2,1) -0.0176 0.116159 -0.15155 

(2,2) 0.031845 0.0197 1.61647 

Q(1,1) 0.00019 
  

Q(2,1) 0.00014 
  

Q(2,2) 0.013141 
  

IV. RESULTS AND DISCUSSION 

The two models presented in this work proved very high 

performances in PM10 prediction figure 4 and figure 5 reflect 

an efficient predictability of the hybrid inelegant by showing 

a slight difference between the measured and calculated 

values for the unseen two days from the measured data with 

marginally error, where figure 3 Complies with climatic 

studies on the dust phenomenon the area where the 

phenomenon associated with the northern high wind speeds 

and high temperatures which is reflected by the shape 

clearly.   

    Figure 6 competently proves the ability of the model to 

predict the phenomena of non-linear nature like the PM10  

by shows almost match between the calculated and expected 

values where table 3 reflect the difficulty that AR faced 

when dealing with non-probabilistic type in time series 

prediction.     

V. CONCLUSIONS 

In this study, an adaptive neuron-fuzzy inference system is 

used to build two intelligent models for forecasting the 

PM10 concentration. Even though FIS models trained 

usually have very good forecasting ability, their 

performance is not ideal when applying to predict variable 

like PM10 which has non probabilistic and  chaotic 

behavior. This raises the possibility that fuzzy logic models 

could be further improved so they should not only be able to 

represent frequently occurring relationship but also be able 

to update itself in view of new data i.e. learning possibility. 

The needs to background knowledge that will allow model 

to reinterpret and/or combine concepts in the data into new 

concepts that can lead to more accurate and/or simpler 

patterns. That is the direction for the soft-computing intent 

which applied in construction of our models and approved 

very good performance.  
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