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Abstract: Internet based recruiting platforms decrease advertisement cost, but they suffer from information overload problem. The job recommendation systems (JRS) have achieved success in e-recruitment process but still they are not able to capture the complexity of matching between candidates’ desires and organizations’ requirements. Thus, we propose a hybrid JRS which combines recommendations of content-based filtering (CBF) and collaborative filtering (CF) to overcome their individual major shortcomings namely overspecialization and overfitting. In proposed system, CBF model makes recommendations based on candidates’ skills identified from past jobs in which they have applied and CF model makes recommendations based on jobs in which similar users have applied and also those jobs in which that user has applied frequently together in very similar contexts using Word2Vec’s skip-gram model. We used k-Nearest Neighbors technique and Pearson Correlation Coefficient. The recall of our proposed model is found to be 63.87% on a data set which had nearly 1900+ jobs and 23,000 job applicants.

Index Terms: Collaborative Filtering (CF), Content Based Filtering (CBF), Hybrid Approach, Information Filtering, Job Recommendation System (JRS), Knowledge based Approach, Word2Vec models.

I. INTRODUCTION

Nowadays the internet has become the biggest source of information as the vast amount of advertisements related to jobs is posted every day on this platform. The amount of these online ads is much more than the number of job advertisements posted on print media, job centres, newspapers, articles, etc. Thus this huge quantity of data raises new challenges of information overload from the fact that candidates cannot exploit available resources effectively. With the excess of available online data, job seekers need to get job postings almost in a real-time, but traditional information system fails as the traditional Information Retrieval (IR) systems are based on Boolean search techniques. These search techniques are not useful as decision is made only on keyword matching and are not capable to capture the complexity between the candidates’ desires and jobs’ requirements.

The latest technology designed to overcome information overload problem is a recommendation system (RS) that generate a list of top “N” recommendations of items to users. The RS have demonstrated success in many areas such as for Amazon.com [1] and Netflix [2] but job recommendation domain is less explored. JRS is different from RS in other domains, as it not only recommends jobs (items) to job seekers (users) but also recommends one type of users (i.e. candidates) to other type of users (i.e. recruiters).

In this paper, we introduce a hybrid JRS which combines the recommendations from two models namely, CBF model using simple content based filtering approach and CF model using Word2Vec skip-gram model to overcome the individual shortcomings namely overspecialization and overfitting. Our model will only generate recommendations of jobs to candidate. Our JRS is limited to providing recommendations for computer science candidates only. To generate recommendations of candidates to the recruiters is not our objective as of now. In our proposed work, we don’t take CVs of candidates to make recommendations, only the information about job applications made, is used to generate recommendation list.

The rest of paper is organized as follows; section II outlines the state of the art approaches about recruiting and job recommendation systems. Our proposed system is described in section III. Section IV discusses the dataset and experimental setup used to test proposed system. Finally, Section V summarises the results and points out some possible future works.

II. RELATED WORK

CF based approach has achieved huge success for building RS. The fundamental assumption of CF is that if users X and Y rate “N” items similarly or have similar behaviors, they will rate other items similarly [3]. Existing CF methods belong to two categories: i) memory-based (a.k.a. heuristic-based), and ii) model-based methods [4][5]. They use different similarity measures such as the Jaccard Index [6], Cosine Similarity [7], Euclidean distance [8] and Pearson Correlation Coefficient (PCC) [8] to select applicants or jobs for active applicants. Then, the prediction is done from the ratings of these neighbours or it generates a list of top N jobs as recommendations. Thus they are also called neighbourhood-based CF algorithms. Most of these algorithms can be classified as user based or item based algorithms depending upon whether the process of getting neighbours is focused on finding similar users or similar items [9]. Item-based Collaborative filtering techniques are 28 times faster than traditional user- neighbourhood based collaborative filtering techniques [10].
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On the other hand, model-based methods focus on learning an off-line model from the past activity of users using machine learning techniques such as clustering [6][8][11][12], linear algebra methods such as Singular Value Decomposition with Latent Semantic Analysis [11], neural network [12], latent probabilistic methods [13], graph modeling [12][14][15], and Naive Bayes techniques.

One of the shortcomings associated with CF involves scenarios in which users or items do not have enough interaction data (e.g. users with unusual tastes, new users or jobs) and it only can recommend popular jobs. So, in such a scenario JRS is not able to cover unpopular jobs in the recommendation list. One way to overcome these shortcomings is to exploit another approach of RS known as CBF approach which build models using explicit domain-specific features of users and items [16]. Systems that combine both CF and CBF approaches are known as hybrid RSs. But, issue with CBF is that it suffers from overspecialization problem as it can only recommend jobs which are similar to applicant’s profile and this can be handled by using CF.

Recent progress in neural embedding methods for linguistic tasks has dramatically advanced state-of-the-art NLP capabilities. These methods attempt to map words and phrases to a low dimensional vector space that captures semantic relations between words. Especially, Word2Vec models [18] achieved great success in other domains such as NLP and text mining fields [19]. Thus, we propose to apply word2vec skip-gram model to CF model which generates recommendations under these categories.

Since, our proposed system combines recommendations generated by both models CBF and CF model to overcome individual issues namely overspecialization and overfitting respectively, it is considered as hybrid model which falls under ‘Mixed’ category as per categorization of Bruke [17].

A. Job Recommendation Systems

After survey on several JRS proposed by different researchers, we observed that there is no gold standard dataset for testing any proposed JRS. Every researcher has used their own datasets. Also, as descriptions related to jobs are in unstructured form; many researchers have used different implicit and explicit information as features and have used Boolean values representing availability of that feature in building the feature vector.

Rafter et al. [6] designed a hybrid JRS CASPER for Job Finder Search Engine to generate job recommendations, but it suffers from scalability and sparsity issues. Other hybrid JRS which are proposed by Jochen Malinowski et al. [13] and Yao Lu et al. [14] also suffers from scalability and sparsity issues respectively. Ioannis Paparrizos et al. [15] proposed a system using graph modeling techniques which required lots of memory. Wenxing Hong et al. [12] have proposed online JRS called iHR for different users. It requires more computation time to generate recommendations.

Dr. S. Choudhary et al. [8] and G. Domeniconi et al. [11] also proposed a CF based JRS which has a problem of grey sheep users and cold start problem. Cold start problem of new user and new jobs can be overcome by using Knowledge-based JRS such as proposed by D. H. Lee, and P. Brusilovsky [20] and M. Hutterer [21] but they need more domain-specific knowledge.

B. Word2Vec based Recommendation Systems

Some of the recommendation methods [22], [23] use techniques from Word2Vec to represent their text based features. M. G. Ozsoy [23] proposed a system which generates a list the top-k venues/locations (e.g. restaurant, cafe) that the target user will visit/check-in in the future using Word2Vec skip-gram and Continuous bag of words model [24] which are combined with different CF techniques. Oren Barkan et al. [25] proposed a model ‘Item2Vec’ in which Word2Vec skip-gram with negative sampling is used to get a sequence of words is equivalent to a set or basket of items. They claimed 68% accuracy on 10k unpopular data.

III. PROPOSED JRS

In this work, we have implemented a hybrid JRS which provides a recommendation list of jobs to job seekers based on their personal preferences by combining recommendation lists of both models a simple CBF and CF using Word2Vec model. Architecture of proposed method is given in Fig. 1.

Figure 1: Architecture of Proposed Method

The steps to be implemented are as follows-

[Step 1] Data Pre-Processing

We pre-processed the dataset to extract useful skills from the jobs’ description for simple CBF model. The steps are as follows-

(1.1) Remove HTML tags

Example:- <span>, </span>, <strong>, </strong>, <br>, </p>, <style>, </style>, &bull, etc.

(1.2) Remove stop words/Irrelevant words

Example:- skills, good, knowledge, excellent, environment, degree, graduation, etc.

(1.3) Convert all words to lowercase

Example:- the words ‘JAVA’, ‘Java’ and ‘java’ have the same meaning, so we have converted it to lowercase.

(1.4) Add an underscore between the phrases of connected skill/technology

Example- ‘cake_php’ is replaced by ‘cake__php’.
(1.5) Synonyms of same skills are replaced by a base skill
Example- `javascript`, `javascripts` and `js` have the same meaning so replace these words with word `javascript`. Also `cake_php` is replaced by `php`.

[Step 2] User and Job Profile Creation

In CBF, job profile contains unique skills such as `java`, `php`, `oracle` etc. This profile is created by extracting unique skill using the TF-IDF method. User profile contains skills of those jobs in which they applied in the past. For example suppose user1 has applied in three jobs namely `Job 1`, `Job 2`, and `Job 3`, which have `java`, `python`, `css`, `c``, `java`, `sql`, `c`, and `php`, `html`, `xml` respectively. Then these skills become profile of user1.

To create a user profile for the CF model, we used the user applications sorted by date.

[Step 3] Generate recommendations by CBF Model

As input, this model takes all the Job IDs in which active user has applied and gives recommendation list of top 30 jobs to active users. The detailed steps are as follows-

(3.1) Create Users-Skills matrix

It is a utility matrix in which non-zero values represents the availability of skills a particular user has. In Users-Skills matrix, each row represents user and each column represents a particular skill. This matrix is used as input for the training of CBF model.

(3.2) Generate a job recommendation list

We have used k-Nearest Neighbors technique to find most similar users of active users. PCC is used as distance matrix to compute similarity between users. We take $k=80$ and then jobs in which these similar users have applied, gives us job list. After that, we remove those jobs whose date exceeds the deadline in order to get recommendation list in timely manner.

(3.3) Get the weighted Job recommendation list

We have categorized the users as of two types: Random and Focused, based on their job application behavior. Users who have applied in five or less than five jobs are treated as random users and they are found to be applying in any job in the domain irrespective of the skills. Thus we gave weights to each job in the list extracted in above step, based on whether that job is applied for by the focused users or random users. If the job is applied by a focused user, we have given more weightage as compared to a job added to list from the list of random user.

(3.4) Finalize the Job recommendation list.

Sort the list into descending order of their weights and keep top 30 jobs in the final list.

Experiments which are performed on CBF model are mentioned in the section IV. In these experiments, we have tried various setups on Users-Skills matrix to improve the recommendation list and subsequently we selected the best one based on empirical results.

[Step 4] Generate recommendations by CF Model

CF model is an implementation of CF approach which takes number of jobs in which active user has applied as input and gives recommendation list of top 30 jobs to active users.

(4.1) Creation of User-Job matrix

It is utility matrix of binary values in which each row represents user and each column represents a particular skill. In User-Job matrix, “1” indicates that user has applied in that job, otherwise “0”. This matrix is used as input for the training of CF model.

(4.2) Get the weighted Job recommendation list

Use the same mechanism mentioned in step 3.2 to 3.4

[Step 5] Generate a final recommendation list

Merge the recommendation lists of both models obtained in step 2.1.2 and 2.2.2 and generate a final recommendation list with maximum 60 jobs, sorted as per weights in descending order of date.

A. Evaluation of Proposed Work

To evaluate the proposed model, we give first 10 job applications of test users as input to both CBF and CF models. By using these jobs as past behavior of test users, models try to recommend those jobs in which users should apply. We would then compare this recommendation list given by the model with the “actual” list which we have with us in the data set. And based on the recall measure, we try to judge the performance of our proposed system.

IV. EXPERIMENTS AND RESULTS

A. Dataset

We have used WUZZUF dataset which is an online recruitment site in Egypt helping employers and job seekers find their right match through real-time recommendations and around the clock support. Dataset includes job posting data and its corresponding applications of 2014 to 2016. Mainly it contains two csv files;

- Wuzzuf_Job_Posts_Sample.csv: This file contains data related jobs which has 19 columns.
- Wuzzuf_Applications_Sample.csv: This file contains data related users’ application which has 4 columns.

We pre-processed the dataset to filter out the jobs related to computer science domain and its corresponding applicants from both csv files. From total 21190 jobs and 1048576 applicants, we extracted 1957 job samples and 23620 corresponding applicants which we used to make recommendations.

We pre-processed the dataset to filter out the jobs related to computer science domain and its corresponding applicants from both csv files. From total 21190 jobs and 1048576 applicants, we extracted 1957 job samples and 23620 corresponding applicants which we used to make recommendations.
To evaluate the proposed system we have split users’ applications into training users and testing users. Users who have applied in jobs in 2014 and 2015 are treated as training users. Also, those users who have applied in less than 10 jobs in 2016 are treated as training users. In this setup, we get 23090 users in which maximum applications by a user is 179 and minimum is 1. Users who have applied in more than 10 jobs in year of 2016 are treated as test users in our proposed work. Subsequently, we get 590 users in which maximum applications by a user is 71 and minimum application by a user is 10. If user has applied in more than 10 jobs in 2016 as well as he has applied in jobs in year of 2014 and/or 2015, he will be present in training users as well as testing users.

B. EVALUATION MEASURE

The effectiveness of a job recommendation system can be evaluated in terms of its precision, recall and F-measure. A precision is a percentage of correctly recommended jobs among total number of recommended jobs. A recall can be defined as fraction of relevant jobs that are also part of the set of recommended jobs.

\[
\begin{align*}
\text{precision} &= \frac{TP}{TP + FP} \\
\text{Recall} &= \frac{TP}{TP + FN} \\
F\text{-measure} &= \frac{1}{\frac{1}{\text{precision}} + \frac{1}{\text{recall}}} 
\end{align*}
\]

C. EXPERIMENTS

First, we experimentally evaluated performance of various similarity measures by performing experiments on sample data set. We have used entire training data and first 10 test users’ data. The k-NN model was used to evaluate the performance of four similarity measures namely Jaccard Index, Cosine Similarity, Spearman Rank Correlation (SRC) and PCC. We have concluded that PCC gives more accurate results with recall of 57%, as compared to other three similarity measures as is depicted in the Fig. 2.

![Figure 1: Evaluation of Different Similarity Measure](image)

In the next experiment, we tried to determine the most effective value of ‘k’ to be used for k-NN technique. To achieve it, we experimented with values of “k” in a range from 10 to 100 and empirically found that as “k” increases precision, recall and f-measure also increase till k=80. But later, as value of k increases recall also increases but precision and f-measure decrease. Thus, we have set k=80.

C.1) Experiments performed on CBF.

Experiment C.1.1:-

Setup- Basic CBF which is described in section III.
Size of User-Skills matrix- 23090*575.
Recall obtained -36.32%.

Experiment C.1.2:-

Setup-We replaced various frameworks of programming languages by its generic name. E.g. frameworks such as ‘laravel’, ‘cake_php’, ‘yii’, etc are frameworks of php. Thus, we replaced these frameworks with ‘php’. By doing this, our set of unique skills is decreased from 575 to 315.

Size of Users-Skills matrix- 23090*315.
Recall obtained -35.03%.

As every user don’t know every framework and libraries of languages this approach fails to give accurate results.

Experiment C.1.3:-

Setup- We used Word2Vec skip-gram model technique for user profile creation. To create user profile, we selected skills mentioned in those jobs in which user had applied in past and took top-10 most similar skills from these skills. To find the similar skills we have used the word vector given by Word2Vec. In this approach, we have taken jobs’ description as a sentence, with each word being a skill of a particular job.

Several different settings are evaluated when the input data is modeled using skip-gram technique. We have used gensim toolbox and set the appropriate parameters to optimum. The details of the parameters and how they are tuned are as follows:

- min_count: The technique ignores the items whose frequency is less than min_word (minimum expected words) count parameter. We have set the parameter min_count to 1 in order not to lose any skills that is not used frequently.
- size: size parameter represents the dimension of the feature vectors and its default value is 100. It is stated that bigger size value can lead more accurate model, but requires more data. As our dataset is not too large, we have set the size parameter to 4.
- window: window parameter assigns the maximum distance between the current and the predicted items and its default value is 5. In our experiments, we have used this default value.

Once, we get the user profile, we generate a recommendation list of 30 jobs using k-NN with PCC for the active user. By using Word2Vec, we get irrelevant skill-set of users. Our approach finds the most similar neighbors using this skill-set of active users. Thus, in this method we get false recommendations and subsequently recall drops to 30.03% as compared to 36.32 of Basic CBF technique.

Hence, we have finalized basic CBF for our proposed system.

C.2) Experiments performed on CF.

Experiment C.2.1:-

Setup- Basic CF which is described section III.
Size of User-Job matrix- 23090*581.
Recall obtained -37.92%.

The basic CF fails in a scenario when all neighborhood of the active user apply in one/two same jobs.

Experiment C.2.2:-

We have used Word2Vec’s skip-gram model implemented in gensim library of python. In our approach, we have taken users’ application list as a sentence, with each word being a job in which user has applied.
So, then training the Word2vec model on those sentences essentially means that for each job the user has applied to in the past, we’re using the jobs they have applied to before and after to teach our model that those jobs somehow belong to the same context. Fig. 3 represents an idea of what the neural network would look like with jobs instead of words.

At the end of training phase, we get a model where each job is represented by a vector of weights in a high dimensional space. The vectors of similar jobs will have weights that are closer together than the vectors of jobs that are unrelated. We look at the weights as coordinates in a high dimensional space, with each job being represented by a point in that space. This space is defined by dozens of dimensions, which we cannot easily visualize as humans, but we can use dimensionality reduction techniques such as t-SNE [26] to reduce the high dimensional vectors to 2 dimensions, and plot them on a graph as shown in Fig. 4. Each point in the figure represents a job, and the closer the points are to each other, the more similar the jobs are.

After getting these job vectors, we created user profile for active user by averaging job vectors of those jobs in which the user has applied. This user profile represents the user in the same vector space in which our jobs are located. After that, by using k-NN with PCC as distance matrix, we give top 30 jobs as a recommendation list to the active user.

We trained the Word2Vec model with different values of model’s parameters. We used 11 different setups for setting parameter values of model to get best results. We set parameter min_count to 1, not to lose any jobs that are not used frequently. From experiments, we found that best results are obtained with size parameter set to 30, window parameter is 15, and epochs parameter also 15. We concluded that CF with Word2Vec is better than Basic CF. Thus, we have finalized CF with Word2Vec for our system of hybridization.

At the last, we have combined results of different models of both CBF and CF. We combined these models into three setups as follows:

• Setup1 -Hybridization of basic CBF and basic CF.
• Setup2 -Hybridization of CBF with Word2Vec and CF with Word2Vec.
• Setup3 -Hybridization of basic CBF and CF using Word2Vec.

The table 1 represents results obtained under various setups of hybrid models. Consequitively it can be derived that by combining the recommendation lists of basic CBF and CF with word2Vec gives more accurate results than other hybrid models.

Table 1: Results of Different Hybrid Models

<table>
<thead>
<tr>
<th>Setup</th>
<th>Precision</th>
<th>Setup2</th>
<th>Setup3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setup1</td>
<td>9.23</td>
<td>8.81</td>
<td>9.6</td>
</tr>
<tr>
<td>Recall</td>
<td>52.89</td>
<td>61.38</td>
<td>63.97</td>
</tr>
<tr>
<td>F-measure</td>
<td>14.68</td>
<td>14.52</td>
<td>15.71</td>
</tr>
</tbody>
</table>

V. CONCLUSION

From the survey based on Job Recommendation Systems, it was concluded that by combining two or more approaches we can get more reliable and accurate recommendations of jobs. Further, it was found that no benchmark dataset is available on which implementations and testing can be done. CBF needs lots of pre-processing on data as it is very difficult to identify matching skills as recruiters write job description mentioning “expected skill set”, in highly diversified formats. From the experiments, we observed that usage of Word2Vec in CBF approach generates false recommendations as it included irrelevant skills in a user profile. But usage of Word2Vec in CF gave more accurate results than basic CF. Further, we have found that our proposed hybrid model which is a combination of recommendation lists of both models namely - a basic CBF and CF with Word2Vec, overcomes the issues of overspecialization and overfitting. The recall of our proposed model is hence 63.97%. Proposed model fails to give recommendations for new users. This mainly occurs as system does not take any user’s “explicit” skill set, besides as new user has not applied to many jobs, so automatic identification of his skill set gets challenging.

In future, we will create taxonomy for the job domain to give more accurate recommendation list to job seekers. We can also expand our proposed work by including CurriculumVitae of new users in order to handle the current shortcoming of our proposed model.
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